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Abstract

We discuss the the validity of the Weyl asymptotics – in the sense of two-
sided bounds – for the size of the discrete spectrum of (discrete) Schrödiger
operators on thed–dimensional,d ≥ 1, cubic latticeZ

d at large couplings.
We show that the Weyl asymptotics can be violated in any spatial dimension
d ≥ 1 – even if the semi-classical number of bound states is finite.Further-
more, we prove for all dimensionsd ≥ 1 that, for potentials well-behaved at
infinity and fulfilling suitable decay conditions, the Weyl asymptotics always
hold. These decay conditions are mild in the cased ≥ 3, while stronger for
d = 1, 2. It is well-known that the semi-classical number of bound states is –
up to a constant – always an upper bound on the size of the discrete spectrum
of Schrödinger operators ifd ≥ 3. We show here how to construct general
upper bounds on the exact number of bound states of Schrödinger opera-
tors onZ

d from semi-classical quantities in all space dimensionsd ≥ 1 and
independently of the positivity-improving property of thefree Hamiltonian.

1 Introduction

Let V ∈ Ld/2(Rd,R+
0 ) be a non-negative potential in thed–dimensional space

with d ≥ 3. From standard results of spectral theory [1] it follows that the negative
spectrumσ[−∆ − λV (x)] ∩ R− of the corresponding self-adjoint Schrödinger
operator

−∆Rd − λV (x) (1)
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on L2(Rd) is purely discrete, i.e., consists only of isolated eigenvalues of finite
multiplicity. Here,∆Rd =

∑d
i=1 ∂

2
xi

is the Laplacian onRd andV acts as a mul-
tiplication operator,[V ϕ](x) := V (x)ϕ(x). By a well-known theorem – first
established by Weyl [2, 3] for the case of Dirichlet Laplacian in a bounded do-
main – the numberN cont[λV ] of negative eigenvalues of−∆Rd − λV (counting
multiplicities) is asymptotically

N cont[λV ] := Tr
{
1[−∆Rd − λV < 0]

}
∼ N cont

sc [λV ] (2)

asλ→ ∞. The right-hand side of (2) is the volume

N cont
sc [V ] :=

∫
1[p2 − V (x) < 0]

ddx ddp

(2π)d
(3)

these bound states occupy in phase spaceRd × (R∗)d = R2d according to semi-
classical analysis. This so-called Weyl asymptotics (2) iscomplemented by the
celebratednon-asymptoticbound of Rozenblum [4], Lieb [5], and Cwikel [6] on
the numberN cont[V ] of bound states of−∆Rd − V of the form

N cont[V ] ≤ CRLC(d)N cont
sc [V ] (4)

for someCRLC(d) ≥ 1. Lieb [7, Eq. (4.5)] has shown that the optimal choice for
CRLC(3) is smaller than6, 9. Note that

N cont
sc [V ] =

|Sd−1|
d (2π)d

∫
V d/2(x) ddx, (5)

where|Sd−1| is the volume of the(d− 1)–sphere.
In the present paper, we replace the Euclideand–dimensional spaceRd by the

d–dimensional hypercubic latticeΓ = Zd and study the discrete analogues of the
Weyl asymptotics (2) and the Rozenblum-Lieb-Cwikel bound (4). For a given
potentialV ∈ ℓ∞(Γ,R+

0 ), the discrete Schrödinger operator corresponding to (1)
is

−∆Γ − λV (x), (6)

whereV acts again as a multiplication operator and∆Γ is the discrete Laplacian
defined by

[∆Γϕ](x) =
∑

|v|=1

{
ϕ(x+ v) − ϕ(x)

}
. (7)

More generally, we assume to be given a Morse functione ∈ C2(Γ∗,R) on the
d–dimensional torus (Brillouin zone)Γ∗ =

(
R/2πZ

)d
= [−π, π)d, the dual group

of Γ. Given such a functione, we consider the self-adjoint operator

H(e, V ) := h(e) − V (x), (8)
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on ℓ2(Γ), whereh(e) ∈ B[ℓ2(Γ)] is the hopping matrix (convolution operator)
corresponding to the dispersion relatione, i.e.,

[
F∗
(
h(e)ϕ

)]
(p) = e(p) [F∗(ϕ)](p) (9)

for all ϕ ∈ L2(Γ∗) and allp ∈ Γ∗. Here,

F∗ : ℓ2(Γ) → L2(Γ∗), [F∗(ϕ)](p) :=
∑

x∈Γ

e−i〈p,x〉ϕ(x) (10)

is the usual discrete Fourier transformation with inverse

F : L2(Γ∗) → ℓ2(Γ), [F(ψ)](x) :=

∫

Γ∗

ei〈p,x〉ψ(p) dµ∗(p). (11)

Here,µ∗ is the (normalized) Haar measure on the torus,dµ∗(p) = ddp
(2π)d . Put

differently,h(e) = FeF∗ is the Fourier multiplier corresponding toe. We assume
w.l.o.g. that the minimum ofe is 0, so

e(Γ∗) = [0, emax(e)], (12)

and we refer to a Morse functione ∈ C2(Γ∗,R) obeying (12) as anadmissible
dispersion relation. Note that−∆Γ = h(eLapl), with

eLapl(p) :=
d∑

i=1

(
1 − cos(pi)

)
(13)

being admissible. We require thatV decays at infinity,

V ∈ ℓ∞0 (Γ,R+
0 ) :=

{
V : Γ → R

+
0 | lim

|x|→∞
V (x) = 0

}
, (14)

or sometimes even thatV has bounded support. Note thatV ∈ ℓ∞0 (Γ,R+
0 ) is

compact as a multiplication operator onℓ2(Γ) and by a(nother) theorem of Weyl,

σess[H(e, V )] = σess[H(e, 0)] = [0, emax], (15)

whereemax ≡ emax(e). From the positivity ofV and the min-max principle we
further obtain that all isolated eigenvalues of finite multiplicity lie below0,

σdisc[H(e, V )] ⊆ R
− := (−∞, 0). (16)

We note in passing that – different to Schrödinger operators on Rd – discrete
Schrödinger operators possibly have positive eigenvalues when changing the sign
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of the potential. Counting the number of positive eigenvalues, however, can be
traced back to the one treated here by replacinge(p) by emax − e(p).

Our goal in this paper is to give – in all dimensions – both asymptotic and
non-asymptotic bounds on the number

N [e, V ] := Tr
{
1[H(e, V ) < 0]

}
(17)

of negative eigenvalues ofH(e, V ) in terms of the corresponding semi-classical
quantity

Nsc[e, V ] :=
∑

x∈Γ

∫

Γ∗

1[e(p) − V (x) < 0]dµ∗(p) (18)

=

∫

Γ∗

LV [e(p)]dµ∗(p), (19)

where the sizesLV [α] of the level sets ofV are defined by

LV [α] := #
{
x ∈ Γ

∣∣ V (x) ≥ α
}

(20)

for α > 0. Note thatLV [α] is independent of the localization properties ofV . This
lets us introduce the notion of rearrangements ofV . GivenV, Ṽ ∈ ℓ∞0 (Γ,R+

0 ), we
say that

Ṽ is arearrangement ofV : ⇐⇒ ∀α>0 : LeV [α] = LV [α]. (21)

In other words,̃V |supp eV = V ◦ J for some bijectionJ : supp Ṽ → supp V . A
key condition for many of our results is the following:

Hypothesis (H-1). The admissible dispersione is dominated by a positivity pre-
serving admissible dispersioñe, i.e.,

∀ t≥0 :
∣∣〈δx

∣∣ exp(−t h(e)) δy
〉∣∣ ≤

〈
δx
∣∣ exp(−t h(ẽ)) δy

〉
, (22)

whereδx(y) := δx,y is an element of the canonical ONB{δx|x ∈ Γ} ⊆ ℓ2(Γ).

1.1 Non-Asymptotic Semi-classical Bounds

We first formulate our non-asymptotic results which correspond to the Rozenblum-
Lieb-Cwikel bound (4) in the continuum case.

Theorem 1.1 (Non-asymptotic upper bound with (H-1)). Let d ≥ 3 and e an
admissible dispersion fulfilling (H-1). Then there exists aconstantC1.1(d, e) ∈
[1,∞) such that

N [e, V ] ≤ C1.1(d, e)Nsc[e, V ] < ∞ (23)

for all V ∈ ℓd/2(Γ,R+
0 ).
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If e does not satisfy (H-1), the following weighted version of the non-asymptotic
bound onN [e, V ] still holds:

Theorem 1.2(Non-asymptotic upper bound without (H-1)). Let d ≥ 1 ande be
any admissible dispersion. Ifd = 1, 2 assume, moreover, thate ∈ C3(Γ∗,R+

0 ).
Then there is a constantC1.2(d, e) <∞ such that, for any potentialV ∈ ℓ∞0 (Γ,R+

0 ),

N [e, V ] ≤ C1.2(d, e)
(
1 +Nsc

[
e, |x|αdV

])
. (24)

Here,αd=1,2 := d+ 5, αd≥3 := d− 1 − (2/d).

Our results show that the right quantity to compare the number of eigenvalues
to is the phase space volumeNsc[e, V ] of the set{(p, x) | e(p)−V (x) < 0} and not
(the d

2

th
power of) theℓd/2–norm ofV . In the case of Schrödinger operators onRd,

these quantities agree up to a multiplicative constant, see(5). While it is possible
to boundNsc[e, V ] and hence alsoN [e, V ] by a multiple of|V |d/2d/2 =

∑
x V

d/2(x),
this bound grossly overestimates the number of eigenvaluesin the limit of large
couplings. For example, ifΛ ⊂ Γ is a finite subset then

Nsc[e, λ1Λ] = |Λ| ≪ λd/2 |Λ| = |λ 1Λ|d/2d/2 (25)

for sufficiently largeλ > 0.
In Sect. 3.2 we prove the optimality of Theorem 1.1 with respect to the class

ℓd/2(Γ,R+
0 ) ∋ V .

Theorem 1.3(Optimality ofℓd/2(Γ,R+
0 ) ∋ V in Thm. 1.1). Letd ≥ 1 ande be an

admissible dispersion for which|h(e)0,x| ≤ const 〈x〉−2(d+1) for someconst <∞.
Then, for anyε > 0, there exists a potentialVε ∈ ℓ(d/2)+ε(Γ,R+

0 ) \ ℓd/2(Γ,R+
0 )

such thatN [e, Vε] = Nsc[e, Vε] = ∞.
Here,h(e)x,y :=

∣∣〈δx
∣∣h(e)δy

〉∣∣ are the matrix elements w.t.r. to the canonical
basis ofℓ2(Γ) of the hopping matrixh(e) of the dispersion relatione, and〈x〉 :=
1 + |x|.

This does not, however, imply thatN [e, V ] = ∞ wheneverNsc[e, V ] = ∞.
For instance, ifV (x) = 〈x〉−2(log〈x〉)−η for someη ∈ (0, 2/d) thenN [eLapl, V ] <
∞ butNsc[eLapl, V ] = ∞. See the example in [8, Section 5.2].

We complement the non-asymptotic upper bounds by corresponding lower
bounds:

Theorem 1.4(Non-Asymptotic Lower Bound without (H-1)). Let d ≥ 1 and e

be an admissible dispersion. Then, for any potentialV ∈ ℓ∞0 (Γ,R+
0 ) and all

c > emax,
N [e, V ] ≥ LV [c] = #

{
x ∈ Γ | V (x) ≥ c

}
. (26)
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From Theorems 1.1 and 1.4 emerges the interesting question,whetherNsc[e, V ]
orLV [emax] (or both) are saturated in certain limits. It turns out thatLV [η(e)] cor-
rectlly describesN [e, V ] for sparse potentialsV , see, for instance, Lemma 3.8 and
proof of Corollary 4.6. Here,0 ≤ η(e) <emax is defined by

1

η(e)
:=

∫

Γ∗

dµ∗(p)

e(p)
(27)

for d ≥ 3, andη(e) := 0 for d = 1, 2. Observe that, asη(e) ≤ emax, LV [emax]
≤ LV [η(e)]. Since for anyδ > 0 there is a potentialV ∈ ℓ∞0 (Γ,R+

0 ) for which
LV [η(e)]/LV [emax] < 1 + δ, the following theorem implies the optimality – w.r.t.
rearrangements – of the lower bound in Theorem 1.4.

Theorem 1.5(Optimality of Thm. 1.4 under rearrangements). Letd ≥ 3, e be an
admissible dispersion. Givenε ∈ (0, 1) and a potentialV ∈ ℓ∞0 (Γ,R+

0 ), there
exists a rearrangement̃V ∈ ℓ∞0 (Γ,R+

0 ) of V such that

N [e, Ṽ ] ≤ LeV [(1 − ε)η(e)] = #
{
x ∈ Γ

∣∣ V (x) ≥ (1 − ε)η(e)
}
. (28)

The semi-classical number of bound statesNsc[e, λV ] is not in general – even
up to prefactors – a lower bound onN [e, λV ]. This is illustrated by the following
theorem.

Theorem 1.6. Let d ≥ 3 ande be an admissible dispersion. Then there exists a
potentialV /∈ ⋃

p≥1

ℓp(Γ) withN [e, V ] = 0.

1.2 (Weyl-)Asymptotic Semi-classical Bounds

The Weyl asymptotics (2) states that, for all fixed potentialsV ∈ Ld/2(Rd),

lim
λ→∞

N cont[λV ]

N cont
sc [λV ]

= 1, (29)

and thatN cont
sc [λV ] = λd/2 N cont

sc [V ]. For discrete Schrödinger operators, only
weaker statements hold true, as is illustrated by the following lemma.

Lemma 1.7. Assumed ≥ 3, (H-1) andV ∈ ℓd/2(Γ,R+
0 ). Then

lim
λ→∞

{
λ−d/2 N [e, λV ]

}
= lim

λ→∞

{
λ−d/2Nsc[e, λV ]

}
= 0. (30)

For a precise formulation of our asymptotic bounds, we introduce the numbers

g+(V ) := sup
r>0

lim sup
ℓ→∞

2

d r

(
lnLV

[
e−ℓ−r

]
− lnLV

[
e−ℓ
])
, (31)

g−(V ) := inf
r>0

lim inf
ℓ→∞

2

d r

(
lnLV

[
e−ℓ−r

]
− lnLV

[
e−ℓ
])
, (32)
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built from the level sets ofV . While the significance ofg−(V ) is made clear in
Section 4.1,g+(V ) directly enters the following theorem.

Theorem 1.8(Asymptotic bounds with (H-1)). Assumed ≥ 3, (H-1) andV ∈
ℓd/2(Γ,R+

0 ). Then there are constants0 < C1.8s(d, e) ≤ C1.8g(d, e) < ∞ such
that
(
1 − g+(V )

)
C1.8s(d, e) ≤ lim inf

λ→∞

{
N [e, λV ]

Nsc[e, λV ]

}
(33)

≤ lim sup
λ→∞

{
N [e, λV ]

Nsc[e, λV ]

}
≤ C1.8g(d, e).

A somewhat weaker form of Theorem 1.8 still holds in case thate does not
fulfill (H-1).

Theorem 1.9(Asymptotic Bounds without (H-1)). Assume thatd ≥ 1 andV ∈
ℓd/2(Γ,R+

0 ). Then there are constants0 < C1.9s(d, e) ≤ C1.9g(d, e) < ∞ such
that

(
1 − g+(V )

)
C1.9s(d, e) ≤ lim inf

λ→∞

{
N [e, λV ]

Nsc[e, λV ]

}
, (34)

lim sup
λ→∞

{
N [e, λV ]

1 +Nsc[e, λ|x|αdV ]

}
≤ C1.9g(d, e).

Here,αd=1,2 = d+ 5 andαd≥3 := d− 1 − (2/d).

We remark that ifV is rapidly decaying then typicallyg+(V ) = 0. For in-
stance, if

c1 e
−α1|x| ≤ V (x) ≤ c2 e

−α2|x| (35)

for some constantsc1, α1, α2 > 0, c2 < ∞, and allx ∈ Γ, theng+(V ) = 0.
Moreover, by the bounds proven here, in this case the usual Weyl semi-classical
asymptotics hold true in all dimensionsd ≥ 1 and for all admissible dispersion
relations (not necessarily satisfying (H-1)), in the sensethat

lim
λ→∞

{
N [e, λV ]

Nsc[e, λV ]

}
= lim

λ→∞

{
N [e, λV ]

1 +Nsc[e, λ|x|αdV ]

}
= 1. (36)

We further remark that ifV behaves at infinity like an inverse power of|x|, i.e., if
the limit

lim
|x|→∞

{− log[V (x)]

log |x|

}
= β (37)

exists, theng+(V ) = g−(V ) = 2β/d. In particular, in this caseg+(V ) < 1
impliesV ∈ ℓd/2(Γ,R+

0 ), andg−(V ) > 1 impliesV /∈ ℓd/2(Γ,R+
0 ).

In contrast to the continuum case, the boundedness ofV in ℓd/2 alone does not
suffice to ensure the semi-classical asymptotic behavior ofN [e, λV ], but details of
the behavior ofV at infinity enter, too, as is illustrated by the following theorem.
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Theorem 1.10.Let d ≥ 3 and e be an admissible dispersion satisfying (H-1).
Then there exists a potentialV withNsc[e, λV ] <∞ for all λ > 0 for which

lim inf
λ→∞

Nsc[e, λV ]

N [e, λV ]
<∞ and lim sup

λ→∞

Nsc[e, λV ]

N [e, λV ]
= ∞.

In fact, potentials on the lattice can be so peculiar that their eigenvalue asymp-
totics assumes any prescribed behavior in the sense of the following theorem.

Theorem 1.11.Let d ≥ 3 and e be any admissible dispersion. Let furtherF :
[1,∞) → N be an arbitrary monotonically increasing, positively integer-valued,
right-continuous function. Then, for anyε ∈ (0, 1/2), there exists a potential
VF,ε ∈ ℓ∞0 (Γ) such that

∀λ≥2 : F
(
(1 − ε)λ

)
≤ N

[
e, λVF,ε

]
≤ F

(
(1 + ε)λ

)
. (38)

We give an overview on where to find the proofs of the theorems above:
• Theorem 1.1 is proved as Theorem 3.4 in Section 3.1.
• Theorem 1.2 is proved as Theorem 3.5 in Section 3.1 in the cased ≥ 3, and as
Corollary 5.5 in the cased = 1, 2.
• Theorem 1.3 is proved as Theorem 3.6 in Section 3.2 .
• Theorem 1.4 is repeated as Lemma 3.7 in Section 3.2 and proventhere.
• Theorem 1.5 is proved as Corollary 4.6 in Section 4.2.
• Lemma 1.7 is proven as Lemma 4.2 in Section 4.2.
• Theorems 1.8 and 1.9 are proven at the end Section 4.1.
• Theorems 1.6, 1.10 and 1.11 are repeated as Corollary 4.5, Theorem 4.8 and
Theorem 4.7, respectively, in Section 4.2 and proven there.

1.3 Validity of Hypothesis (H-1)

The main example of a positivity preserving dispersione is given in the following
lemma:

Lemma 1.12(Markovian hoppings satisfy (H-1)). Let e be any admissible dis-
persion. Assume thath(e)x,y = h(e)0,x−y ≤ 0, for all x, y ∈ Γ, x 6= y. Then∑

x∈Γ |h(e)0,x| <∞, and, for allt ≥ 0, e−t h(e) is positivity preserving. Moreover,
e satisfies (H-1).

This result is standard. Its proof is given in Appendix A.1 for completeness.
An admissible dispersione is calledMarkovian if it fulfills the assumptions of
Lemma 1.12. In particular,eLapl is Markovian and satisfies (H-1). There are other
physically relevant dispersions fulfilling Hypothesis (H-1) which are, however,
not of the type described by Lemma 1.12:
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Lemma 1.13(Non-Markovian dispersions satisfying (H-1)). Let e be any admis-
sible dispersion. For eachK ∈ Γ∗ define the non-negative functione

(K) : Γ → R

by
e
(K)(p) = e (p) + e (K − p) − min

p′∈Γ∗

{e (p′) + e (K − p′)} . (39)

Then, fore ≡ eLapl and allK ∈ (−π, π)d ⊂ Γ∗, e
(K) ≡ e

(K)
Lapl is an admissible

dispersion satisfying (H-1).

Proof: LetK ∈ (−π, π)d and consider the admissible dispersion

ẽ
(K)
Lapl(p) =

d∑

j=1

2 cos(Kj/2)
(
1 − cos(pj)

)
. (40)

It follows from straightforward computations using the Trotter-formula that the
positivity preserving admissible dispersionẽ

(K)
Lapl ∈ C∞(Γ∗,R) dominatese(K)

Lapl.�
Dispersions of the form (39) come about in the analysis of systems of two

particles on the latticeΓ both having the same dispersione and interacting by a
(translation invariant) potentialV (x1 − x2). Indeed, the two-particle Hamiltonian
is unitarily equivalent to the direct integral

∫ ⊕

Γ∗

H(e(K), V ) dµ∗(K). (41)

The functione
(K) is viewed as the (effective) dispersion of a pair of particles

travelling with total quasi-momentumK ∈ Γ∗.
Observe that in Lemma 1.13 above the fact thatẽ

(K)
Lapl dominatese(K)

Lapl holds
true due to special properties of trigonometric functions,which are not fulfilled
by arbitrary dispersionse – even ifh(e) is Markovian. Thus, it is not obvious that
if a (one-particle) dispersione satisfies (H-1) then so do the (effective two-particle)
dispersionse(K).

2 Birman-Schwinger Principle and the
Rozenblum-Lieb-Cwikel Bound

Operators of the form (8) are known to have eigenvalues belowtheir essential
spectra (i.e. below0). This fact follows from the following lemma, for whose
formulation we recall thatη(e) := 0, for d = 1, 2, and0 < η(e) <emax for d ≥ 3,
where

1

η(e)
:=

∫

Γ∗

dµ∗(p)

e(p)
. (42)

The integral above is finite because all critical points ofe are non-degenerate.
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2.1 The Birman-Schwinger Principle

Lemma 2.1.Letd ≥ 1 ande be an admissible dispersion relation. ThenN [e, V ] ≥
1 if and only if

sup
ρ>0

sup
ϕ∈ℓ2(Γ), |ϕ|2=1

〈
ϕ
∣∣ V 1/2 [ρ+ h(e)]−1 V 1/2ϕ

〉
> 1. (43)

In particular, if d ≥ 3 and max
x∈Γ

V (x) > η(e) or if d = 1, 2 and V 6= 0 then

N [e, V ] ≥ 1.

This result follows immediately from the min-max principlefor compact op-
erators and the Birman-Schwinger principle given below:

Lemma 2.2(Birman-Schwinger principle). Letd ≥ 1, e be an admissible disper-
sion relation andV ∈ ℓ∞0 (Γ,R+

0 ). For anyρ > 0, define the compact, self-adjoint,
non-negativeBirman-Schwinger operatorby

B(ρ) = B(ρ, e, V ) := V 1/2 [ρ+ h(e)]−1 V 1/2. (44)

Then the following assertions (i)–(iv) hold true.

(i) If ϕ ∈ ℓ2(Γ) solvesH(e, V )ϕ = −ρϕ thenψ := V 1/2ϕ ∈ ℓ2(Γ) solves
ψ = B(ρ)ψ.

(ii) If ψ ∈ ℓ2(Γ) solvesψ = B(ρ)ψ thenϕ = [ρ+h(e)]−1V 1/2ψ ∈ ℓ2(Γ) solves
H(e, V )ϕ = −ρϕ.

(iii) −ρ is an eigenvalue ofH(e, V ) of multiplicity M if and only if 1 is an
eigenvalue ofB(ρ) of multiplicityM .

(iv) Counting multiplicities, the number of eigenvalues ofH(e, V ) less or equal
than−ρ equals the number of eigenvalues ofB(ρ) greater or equal than1.

Proof: We recall that, due to the compactness ofV , the Birman-Schwinger op-
eratorB(ρ) is compact and has only discrete spectrum above0. Similarly, the
spectrum ofH(e, V ) below 0 is discrete because−V = H(e, V ) − H(e, 0) is
compact.

Suppose that−ρ < 0 is an eigenvalue ofH(e, V ) of multiplicity M ∈ N and
let {ϕ1, . . . , ϕM} ⊆ ℓ2(Γ) be an ONB of the corresponding eigenspace. Set

ψ1 := V 1/2ϕ1, . . . , ψM := V 1/2ϕM . (45)

Thenψm ∈ ℓ2(Γ) sinceV ∈ ℓ∞(Γ). Moreover,

ϕm = [ρ+ h(e)]−1V ϕm = [ρ+ h(e)]−1V 1/2ψm, (46)
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and the boundedness of[ρ + h(e)]−1V 1/2 implies that{ψ1, . . . , ψM} ⊆ ℓ2(Γ) is
linearly independent. Clearly, (45) and (46) also yield

B(ρ)ψm = V 1/2[ρ+ h(e)]−1V 1/2ψm = ψm, (47)

and hence the eigenspace ofB(ρ) corresponding to the eigenvalue1 has at least
dimensionM .

Conversely, if{ψ1, . . . , ψL} ⊆ ℓ2(Γ) is an ONB of the eigenspace ofB(ρ)
corresponding to the eigenvalue1 then we set

ϕ1 := [ρ+ h(e)]−1V 1/2ψ1, . . . , ϕL := [ρ+ h(e)]−1V 1/2ψL. (48)

Since[ρ+ h(e)]−1V 1/2 is bounded,ϕℓ ∈ ℓ2(Γ). Moreover,

ψℓ = B(ρ)ψℓ = V 1/2ϕℓ, (49)

and the boundedness ofV 1/2 implies that{ϕ1, . . . , ϕL} ⊆ ℓ2(Γ) is linearly inde-
pendent. Clearly, (48) and (49) also yield

H(e, V )ϕℓ = −ρϕℓ, (50)

and hence the eigenspace ofH(e, V ) corresponding to the eigenvalue−ρ has at
least dimensionL.

These arguments prove (i) and (ii) and, furthermore,M = L and thus (iii),
i.e.,

∀ρ>0 : dim ker
[
H(e, V ) + ρ

]
= dim ker

[
B(ρ) − 1

]
. (51)

Observe that for allρ′,ρ with ρ′ ≥ ρ > 0: B(ρ′) ≤ B(ρ). As the mapρ 7→
B(ρ) is norm continuous onR+ and lim

ρ→∞
B(ρ) = 0, by the min-max principle,

if zk > 1 is thek–th eigenvalue ofB(ρ) counting from above with multiplicities,
then there is aρk > ρ such that1 is thek–th eigenvalue ofB(ρk) (counting from
above with multiplicities). Clearly,ρk′ ≤ ρk, wheneverk′ ≥ k. By (iii), this
implies thatH(e, V ) has at least as many eigenvalues less or equal−ρ asB(ρ)
has eigenvalues greater or equal 1. By similar arguments,B(ρ) has at least as
many eigenvalues greater or equal 1 asH(e, V ) has eigenvalues less or equal−ρ.

�

Corollary 2.3. Let d ≥ 1 and e be an admissible dispersion relation,V ≥ 0
a potential decaying at infinity, andρ > 0. Then, for allm ∈ N, the compact
operator

Km,ρ :=
m∑

k=0

(−1)k
(
m

k

)
V 1/2 [kV + ρ+ h(e)]−1 V 1/2. (52)
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is nonnegative, and the numberNρ[e, V ] of eigenvalues ofH(e, V ) below−ρ
(counting multiplicities) is bounded by

Nρ[e, V ] ≤ dim Ran
{
1
[
Km,ρ > (m+ 1)−1

]}
≤ (m+ 1) Tr

{
Km,ρ

}
. (53)

Proof: Our proof follows Lieb’s argument, patterned after the proof of Theo-
rem XIII.12 in [9]. We first introduce

Fm[u] :=

m∑

k=0

(−1)k
(
m

k

)
(1 + ku)−1 (54)

for all u ≥ 0 and observe that

Km,ρ = Fm[B(ρ)]B(ρ). (55)

To check Identity (55), we first replaceV by Vδ := V · 1[V ≥ δ] and observe
that δ ≤ Vδ ≤ |V |∞ and δ(ρ+emax)

−1 ≤ Bδ(ρ) ≤ |V |∞ρ−1 , whereVδ and
Bδ(ρ) := V

1/2
δ [ρ+h(e)]−1V

1/2
δ act as a bounded operators with bounded inverses

on ℓ2(supp Vδ). Thus we have

Km,ρ,δ =
m∑

k=0

(−1)k
(
m

k

)
V

1/2
δ [kVδ + ρ+ h(e)]−1 V

1/2
δ

=
m∑

k=0

(−1)k
(
m

k

)[
k + V

−1/2
δ

(
ρ+ h(e)

)
V

−1/2
δ

]−1
(56)

=

m∑

k=0

(−1)k
(
m

k

)[
1 + kBδ(ρ)

]−1
Bδ(ρ) = Fm[Bδ(ρ)]Bδ(ρ).

A limiting argument establishes (55), asδ → 0. Note that

Fm[u] =

∫ ∞

0

e−t
(
1 − e−u t

)m
dt, (57)

as is easily checked by using

(1 + ku)−1 =

∫ ∞

0

e−t e−k u t dt. (58)

Due to (57), the functionFm is obviously nonnegative. SinceB(ρ) ≥ 0,

Km,ρ = Fm[B(ρ)]B(ρ) ≥ 0. (59)

Moreover,Fm is strictly monotonically increasing and so isu 7→ uFm[u]. There-
fore the numberNρ[e, V ] of eigenvalues ofH(e, V ) below−ρ equals the number
of eigenvalues ofB(ρ) above1 which, in turn, equals the number of eigenvalues
of Km,ρ above1 · Fm[1] = Fm[1] = (m + 1)−1. This establishesNρ[e, V ] ≤
dim Ran{1[Km,ρ > (m+ 1)−1]}. The second inequality in (53) follows from the
positivity ofKm,ρ and hence1[Km,ρ > (m+ 1)−1] ≤ (m+ 1)Km,ρ, in the sense
of quadratic forms. �
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2.2 The Rozenblum-Lieb-Cwikel Bound

We derive two bounds on the number of negative eigenvalues from the Birman-
Schwinger principle. The first is a simple upper bound statedin Lemma 2.4 below,
the second is the Rozenblum-Lieb-Cwikel bound given in Theorem 2.6 which is
preceded by a preparatory lemma entering its proof.

Lemma 2.4 (a priori upper bound onN [e, V ]). Let d ≥ 3, e be an admissible
dispersion relation andV ∈ ℓ1(Γ,R+

0 ) a summable potential. Then

N [e, V ] ≤ |V |1
η(e)

, (60)

where|V |1 :=
∑

x∈Γ V (x) denotes theℓ1-norm ofV .

Proof: Let ρ > 0. By Lemma 2.2, the numberNρ[e, V ] of eigenvalues ofH(e, V )
(counting multiplicities) lying below−ρ is Nρ = Tr

{
1[B(ρ) > 1]

}
. Observe

that, for allρ > 0,
1[B(ρ) > 1] ≤ B(ρ), (61)

as a quadratic form. Thus, for allρ > 0,

Nρ ≤
∑

x∈Γ

〈δx|B(ρ)δx〉 =

(∑

x∈Γ

V (x)

)(∫

Γ∗

dµ∗(p)

ρ+ e(p)

)
=

|V |1
η(e)

, (62)

where we recall thatδx(y) := δx,y. �

The following bound on the time-decay of the semi-groupse−t h(e) is an im-
portant ingredient of the proof of Theorem 2.6.

Lemma 2.5.Letd ≥ 1 ande be an admissible dispersion. Then there is a constant
C2.5(d, e) <∞ such that, for allx ∈ Γ and all t ≥ 0:

〈
δx
∣∣e−t h(e)δx

〉
≤ C2.5(d, e) 〈t〉−d/2 . (63)

Proof: Let Min(e) = {p(1), p(2), . . . , p(N)} ⊂ Γ∗ be the set of points at which the
minimum of e is attained, i.e.Min(e) = e

−1(0). Observe that, ase is a Morse
function andΓ∗ is compact, this set is finite. Clearly,

〈
δx
∣∣e−t h(e)δx

〉
=

∫

Γ∗

e−t e(p)dp. (64)

Again by the fact thate is a Morse function andΓ∗ is compact, there is a constant
α > 0 such that

∀p∈Γ∗ : e(p) ≥ α dist(M, p)2. (65)
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Thus
〈
δx
∣∣e−t h(e)δx

〉
≤

∫

Γ∗

exp(−t α dist(M, p)2) dµ∗(p) (66)

≤ C2.5(d, e) 〈t〉−d/2 (67)

for someC2.5(d, e) <∞. �

The upper bound onN [e, V ] in Lemma 2.4 has the advantage of not imposing
any condition on the dispersione. If the dispersione satisfies (H-1), however, it
follows from Theorem 2.6 below that the a priori upper bound (60) overestimates
N [e, V ] in case of slowly decaying potentials andd ≥ 3.

Theorem 2.6(Rozenblum-Lieb-Cwikel bound). Letd ≥ 3 ande be any admissi-
ble dispersion satisfying (H-1). Then, for some constantC2.6(d, e) <∞,

N [e, V ] ≤ C2.6(d, e) |V |d/2d/2. (68)

This kind of upper bound is known to be true in the continuous case. See, for
instance, [9, Theorem XIII.12] or [10, Theorem 9.3]. It was proven by Rozen-
blum [4], Lieb [5], and Cwikel [6] by three different methodsin the continuous
case. More recently, it was shown by Rozenblum and Solomyak [11, 12] that the
Rozenblum-Lieb-Cwikel bound is not only true for Schrödinger Operators of the
form (1), but also for a very large class of operators including, in particular, lattice
Schrödinger operators.

Proof: Our proof of Theorem 2.6 is an adaption of Lieb’s original method [7]
based on path integrals for lattice HamiltoniansH(e, V ) with e satisfying (H-
1). We first observe that, due to the monotonicity ofV 7→ Nρ[e, V ] and of
ρ 7→ Nρ[e, V ], we have that

N2ρ[e, V ] = Nρ[e, V − ρ] ≤ Nρ

[
e, (V − ρ)+

]
≤ N

[
e, V 1[V ≥ ρ]

]
, (69)

whereNρ[e, V ] denotes the number of eigenvalues ofH(e, V ) below−ρ (counting
multiplicities) and(f)+ := max{f, 0} denotes the positive part. Thus

N [e, V ] = lim
ρց0

Nρ

[
e, V 1[V ≥ ρ]

]
(70)

and it suffices to prove

Nρ[e, V ] ≤ C2.6(d, e) |V |d/2d/2. (71)

uniformly in ρ > 0 and for allV : Γ → R
+
0 with finite support,# supp(V ) <∞.

To this end we observe that, thanks to Corollary 2.3, we have

Nρ[e, V ] ≤ (m+ 1) Tr

{∫ ∞

0

L(t)
m,ρ dt

}
, (72)
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where

L(t)
m,ρ := e−ρ t

m∑

k=0

(−1)k
(
m

k

)
V 1/2 exp

{
− t[kV + h(e)]

}
V 1/2. (73)

Note that the trace above is a finite sum, thus

Nρ[e, V ] ≤ (m+ 1)

∫ ∞

0

Tr
{
L(t)
m,ρ

}
dt. (74)

By the Trotter product formula we have, for allt ≥ 0,
〈
δx
∣∣ V e−t(kV +h(e)) δx

〉
= lim

n→∞

〈
δx
∣∣ V
[
e−t k V/n e−t h(e)/n

]n
δx
〉
. (75)

Hence, the cyclicity of the trace and the finiteness of the support ofV imply that,

Tr
{
V 1/2 e−t[kV+h(e)] V 1/2

}

=
∑

x∈Γ

lim
n→∞

〈
δx
∣∣ V
[
e−t kV/n e−t h(e)/n

]n
δx
〉

= lim
n→∞

∑

x∈Γ

〈
δx
∣∣ V
[
e−t k V/n e−t h(e)/n

]n
δx
〉

= lim
n→∞

Tr
{
V
[
e−t k V/n e−t h(e)/n

]n}
(76)

= lim
n→∞

Tr
{[
e−t k V/n e−t h(e)/n

]jn
V
[
e−t k V/n e−t h(e)/n

](n−jn)}
,

for all jn ∈ {0, 1, . . . , n}.
Next, we fixx ∈ Γ andt > 0 and define a measureµ(n)

e,x,t on Γn−1 ∋ ω :=
(ω1, . . . , ωn−1), for eachn ∈ N, by

µ
(n)
e,x,t(ω) :=

〈
δx
∣∣e−t h(e)δω1

〉 〈
δω1

∣∣e−t h(e)δω2

〉
· · ·
〈
δωn−1

∣∣e−t h(e)δx
〉
. (77)

Note thatµ(n)
e,x,t is complex, in general, but dominated by the positive measure

µ
(n)
ẽ,x,t, due to (H-1), i.e.

|µ(n)
e,x,t(ω)| ≤ µ

(n)
ẽ,x,t(ω). (78)

Moreover, usingh(ẽ) ≥ 0 andV ≥ 0, we have that

∑

x∈Γ

∑

ω∈Γn−1

V (ωj) exp

(
− t

n
V (x) − kt

n

n−1∑

ℓ=1

V (ωℓ)

)
µ

(n)
ẽ,x,t(ω) (79)

≤
∑

x∈Γ

V (x) < ∞,
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and we obtain from (76) that

Tr
{
V 1/2 e−t[kV+h(e)] V 1/2

}
(80)

= lim
n→∞

∑

x∈Γ

∑

ω∈Γn−1

(
1

n
V (x) +

1

n

n−1∑

ℓ=1

V (ωℓ)

)
exp

(
− k t

n
V (x) − k t

n

n−1∑

ℓ=1

V (ωℓ)

)
µ

(n)
e,x,t(ω)

= lim
n→∞

∑

x∈Γ

1

t

∫ (∫ t

0

V (ω(τ)) dτ

)
exp

(
− k

∫ t

0

V (ω(τ )) dτ

)
dµ

(n)
e,x,t(ω),

where, for givent > 0, x ∈ Γ, andn ∈ N, we identify any elementω ∈ Γn−1

with the piecewise constant functionω : [0, t) → Γ defined by

ω(s) = x · 1[s ∈ I0 ∪ In] +
n−1∑

ℓ=1

ωℓ · 1[s ∈ Iℓ], (81)

with Iℓ :=
[
(ℓ − 1/2)t/n , (ℓ + 1/2)t/n

)
, ℓ = 1, 2, . . . n − 1, I0 :=

[
0, t/2n

)
,

In :=
[
t− 1/2n, t

)
, and we write

∑

ω∈Γn−1

f(ω)µ
(n)
e,x,t(ω) =:

∫
f(ω) dµ

(n)
e,x,t(ω). (82)

Eqs. (80) and (73) yield

Tr
{
L(t)
m,ρ

}
= lim

n→∞

∑

x∈Γ

∫
e−ρt

t
Gm

(∫ t

0

t V (ω(τ))
dτ

t

)
dµ

(n)
e,x,t(ω), (83)

where

Gm(u) :=
m∑

k=0

(−1)k
(
m

k

)
u e−k u = u

(
1 − e−u

)m ≥ 0 (84)

for all u ≥ 0. Using this positivity and (78), we obtain an upper bound on
Tr{L(t)

m,ρ} by replacinge by ẽ on the right-hand side of (83),

Tr
{
L(t)
m,ρ

}
≤ lim

n→∞

∑

x∈Γ

∫
e−ρt

t
Gm

(∫ t

0

t V (ω(τ))
dτ

t

)
dµ

(n)
ẽ,x,t(ω). (85)

Next we observe that1 − e−u ≤ min{1, u} which implies that

Gm(u) ≤ min
{
um+1 , u

}
≤ G̃m(u) := min

{
um+1 , (m+ 1)u

}
(86)
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for all u ≥ 0. As G̃m : R
+
0 → R

+
0 is convex, we obtain from Jensen’s inequality

that

Tr
{
L(t)
m,ρ

}
≤ lim

n→∞

∑

x∈Γ

∫
e−ρt

t2

∫ t

0

G̃m

(
t V (ω(τ)]) dτ dµ

(n)
ẽ,x,t(ω). (87)

We observe that

∑

x∈Γ

∫ ∫ t

0

G̃m

(
t V (ω(τ ))

)
dτ dµ

(n)
ẽ,x,t(ω)

=

∫ ∫ t

0

∑

x∈Γ

G̃m

(
t V (x+ ω(τ ))

)
dτ dµ

(n)
ẽ,0,t(ω)

≤ C2.5(d, ẽ)t
1−(d/2)

(∑

x∈Γ

G̃m

(
t V (x)

))
, (88)

using ∫
dµ

(n)
ẽ,0,t(ω) =

〈
δ0

∣∣ e−t h(̃e) δ0

〉
(89)

and Lemma 2.5 in the last inequality. Inserting this estimate into (87) and then the
resulting inequality into (72), we arrive at

Nρ[e, V ] ≤ (m+ 1)C2.5(d, ẽ)

∫ ∞

0

(∑

x∈Γ

G̃m

(
t V (x)

)) dt

t1+(d/2)
(90)

= (m+ 1)C2.5(d, ẽ)

(∫ ∞

0

G̃m(t) dt

t1+(d/2)

) ∑

x∈Γ

V (x)d/2

= (m+ 1)C2.5(d, ẽ)

(
2

2m+ 1 − d
+

2m+ 2

d− 2

) ∑

x∈Γ

V (x)d/2,

using thatd ≥ 3 and assuming that we choose2m > d − 1 which is guaranteed
bym := d+1

2
, for d = 3, 5, 7, . . ., andm := d

2
+ 1, for d = 4, 6, 8, . . . �

3 Non-Asymptotic Semi-classical Bounds

3.1 Derivation of Non-Asymptotic Bounds

Now we are in position to use Theorem 2.6 to yield a semi-classical bound, i.e.,
a bound onN [e, V ] by multiples ofNsc[e, V ]. The following lemma is a standard
estimate on the size of the discrete spectrum of a sum of self-adjoint operators. Its
proof is given for completeness.
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Lemma 3.1. LetA = A∗, B = B∗ ∈ B[H] be two bounded self-adjoint operators
on a separable Hilbert spaceH. Then

N [A +B] ≤ N [A] +N [B]. (91)

N [Q] := Tr
{
1[Q < 0]

}
denotes the number of negative eigenvalues of a bounded

self-adjoint operatorQ ∈ B[H]. N [Q] := ∞ if σess(Q) ∩ R− 6= ∅.

Proof: We assume thatN [B], N [A] <∞, otherwise there is nothing to prove. As
N [A +B] ≤ N [A− B−] andN [B] = N [−B−], it suffices to show that

N [A− B−] ≤ N [A] +N [−B−].

Here,B− := |B|1[B < 0]. Let M := N [B] = dim Ran(B−) and assume
thatA − B− has at leastN [A] + M + 1 eigenvalues (counting multiplicities)
below0. Then, by the min-max principle, there is a subspaceX ⊂ H, dim X =
N [A] +M + 1, for which

sup
ψ∈X, |ψ|2=1

〈ψ | (A−B−)(ψ)〉 < 0.

Hence

sup
ψ∈X∩ker(B−), |ψ|2=1

〈ψ | (A− B−)(ψ)〉 = sup
ψ∈X∩ker(B−), |ψ|2=1

〈ψ |A(ψ)〉 < 0.

dim X ∩ ker(B−) ≥ dim X −M = N [A] + 1. Again by the min-max principle,
this would then imply thatN [A] ≥ N [A] + 1. �

A simple application of Lemma 3.1, withA := H(e, V1), B = V2, andA +
B = H(e, V1 + V2), is the following corollary.

Corollary 3.2. Let d ≥ 1, e be an admissible dispersion relation, andV1, V2 ∈
ℓ∞0 (Γ,R+

0 ) be two potentials. Then

N [e, V1 + V2] ≤ N [e, V1] + # supp{V2}. (92)

In order to compare the contributionsN [e, V1] and# supp{V2} on the right-
hand side of (92) toNsc[e, V ], we use the following definition.

Definition 3.3. Let d ≥ 1. Given a dispersion relatione and a potentialV ∈
ℓ∞0 (Γ,R+

0 ), we define:

N>
sc[e, V ] := #

{
x ∈ Γ

∣∣ V (x) ≥ emax

}
, (93)

N<
sc[e, V ] :=

∑

x∈Γ

1[V (x) < emax] V
d/2(x). (94)
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Observe that, because dispersion relations are Morse functions, there are con-
stants0 < c1(e) ≤ c2(e) <∞ such that for any potentialV ≥ 0,

c1(e)
(
N>
sc[e, V ]+N<

sc[e, V ]
)

≤ Nsc[e, V ] ≤ c2(e)
(
N>
sc[e, V ]+N<

sc[e, V ]
)
. (95)

Corollary 3.2, (95), and the Rozenblum-Lieb-Cwikel bound immediately im-
ply Theorem 1.1:

Theorem 3.4 (Thm. 1.1). Let d ≥ 3 and e an admissible dispersion fulfilling
(H-1). Then there exists a constantC3.4(d, e) ∈ [1,∞) such that

N [e, V ] ≤ C3.4(d, e)Nsc[e, V ] < ∞ (96)

for all V ∈ ℓd/2(Γ,R+
0 ).

Proof: We apply Corollary 3.2 toV = V1+V2, withV1(x) := V (x)1[V (x) <emax]
andV2(x) := V (x)1[V (x) ≥emax], and then Theorem 2.6 toN [e, V1]. This gives

N [e, V ] ≤ N [e, V1] + # supp V2 (97)

≤ C2.6N
<
sc[e, V ] + N>

sc[e, V ] ≤ C2.6 + 1

c1(e)
Nsc[e, V ]. (98)

�

Similarly, Corollary 3.2, (95), and Lemma 2.4 imply Theorem1.2 in case that
d ≥ 3:

Theorem 3.5(Thm. 1.2 ford ≥ 3). Letd ≥ 3 ande be any admissible dispersion.
Then

N [e, V ] ≤ #
{
x ∈ Γ

∣∣ V (x) ≥ emax

}
+
∑

x∈Γ

1[V (x) < emax] V (x). (99)

Moreover, there is a constantC3.5(d, e) <∞ such that

N [e, V ] ≤ C3.5(d, e)
(
1 +Nsc

[
e, |x− x0|d−1−(2/d) V

])
(100)

for any potentialV ∈ ℓ∞0 (Γ,R+
0 ) and any pointx0 ∈ Γ.

Proof: By shifting the origin, we may clearly assume thatx0 = 0. Just as in the
proof of Theorem 3.4, we obtain (99) from Corollary 3.2 – thistime, however, in
connection with Lemma 2.4. We then use Hölder’s Inequalityto obtain

|V1|1 ≤ emax +

( ∑

x∈Γ\{0}

|x|−κq
)1/q(∑

x∈Γ

|x|κpV p(x)

)1/p

, (101)
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where1
q
+ 1

p
= 1 andκ > 0 is such thatκq > d. We choosep := d

2
, q := d

d−2
, and

κ := d+1
q

= d2−d−2
d

. Then|x|−κq = |x|−d−1 is summable and hence

|V1|1 ≤ C

[
1 +

(∑

x∈Γ

|x| 12 (d2−d−2) V d/2(x)
)2/d

]

≤ C ′

[
1 +

∑

x∈Γ

(
|x| 1

d
(d2−d−2) V (x)

)d/2]
(102)

for suitable constants0 < C ≤ C ′ <∞. �

3.2 Saturation of the Non-Asymptotic Semi-classical Bounds

We discuss in the following the optimality of the bound in Theorem 1.1 in three
different situations: For slowly decaying potentials, forstrong and finitely sup-
ported potentials, and for weak potentials which are slowlyvarying in space.

We first show that ifV decays slower than|x|−2 then0 is an accumulation
point of the discrete spectrum ofH(e, V ) and, in particular,H(e, V ) has infinitely
many negative eigenvalues, i.e.N [e, V ] = Nsc[e, V ] = ∞. To formulate the
statement, we recall thathx,y = h(e)x,y := 〈δx | h(e) δy〉 denotes matrix elements
of h(e).

Theorem 3.6(N [e, V ] = ∞ for slowly decaying potentials). Let e be an admis-
sible dispersion relation with hopping matrixh(e) andV ∈ ℓ∞0 (Γ,R+

0 ). Assume
that there are constantsconst < ∞ and const′, α, α′ > 0 with α < min{α′, 2}
such that, for allx ∈ Γ\{0},

V (x) ≥ const′ |x|−α, |h0,x| ≤ const |x|−(2d+α′). (103)

ThenH(e, V ) has infinitely many eigenvalues below0.

The proof of this theorem is a bit lengthy and is given in Appendix A.2. For
the casee = eLapl andd = 1, see also [13].

Note that – assumingα′ ≥ 2 – Theorem 3.6 together with the bound (68)
implies that the caseV (x) ∼ |x|−2 is critical in dimensiond ≥ 3 in the sense that

∃ε>0 sup
x∈Γ

{
V (x)

|x|2+ǫ
}
<∞ =⇒ N [e, V ], Nsc[e, V ] <∞, (104)

∃ε>0 inf
x∈Γ

{
V (x)

|x|2−ǫ
}
> 0 =⇒ N [e, V ] = Nsc[e, V ] = ∞. (105)

Observe also that Theorem 1.3 follows from Theorem 3.6.
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Lemma 3.7(Lower bound onN [e, V ] without (H-1) and ford ≥ 1). Let d ≥ 1
ande be an admissible dispersion relation. Furthermore letV ∈ ℓ∞0 (Γ,R+

0 ) be a
potential decaying at∞. Then, for allc > emax,

N [e, V ] ≥ LV [c] =
{
x ∈ Γ

∣∣ V (x) ≥ c
}
. (106)

Proof: For allρ > 0,

B(ρ) := V 1/2 1

ρ+ h(e)
V 1/2 ≥ 1

emax
V. (107)

By the min-max principle and Lemma 2.2 (Birman-Schwinger principle), we
hence obtain that

N [e, V ] ≥ LV [c], c > emax. (108)

�

The following (stronger) result holds for sparse potentials:

Lemma 3.8(Lower bound onN [e, V ] for sparse potentials). Let d ≥ 3 ande be
an admissible dispersion relation. Let0 < η(e) < emax be defined by

1

η(e)
=

∫
[e(p)]−1 dµ∗(p).

Furthermore, letV ∈ ℓ∞0 (Γ,R+
0 ) be a potential which is sparse in the sense that

η(e) sup
ρ>0

sup
x∈supp V

∑

y∈supp V \{x}

|〈δx| (ρ+ h(e))−1δy〉| <
ε

1 + ε
< 1

for some0 < ε <∞. Then

N [e, V ] ≥ LV [(1 + ε)η(e)] =
{
x ∈ Γ

∣∣ V (x) ≥ (1 + ε)η(e)
}
. (109)

Proof: Observe thatN [e, V ] ≥ N [e, V ′] with V ′(x) := max{V (x), (1 + ε)η(e)}.
Let ρ > 0 andx ∈ Γ. Similarly to (62), we have

〈δx|B(ρ, e, V ′)δx〉 = V ′(x)

(∫

Γ∗

dµ∗(p)

ρ+ e(p)

)
. (110)

Observe that, by the assumption onV and the Schur bound, for allψ ∈ ℓ2(Γ) ,

sup
ρ>0

〈ψ|B(ρ, e, V ′)ψ〉 >
∑

x∈Γ, V (x)≥(1+ε)η(e)

|ψx|2(1 + ε) − ε.

By Lemma 2.2 (Birman-Schwinger principle) and the min-max principle, we
hence obtain that

N [e, V ′] ≥ LV [(1 + ε)η(e)]. (111)
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Note that Lemma 3.7 together with Corollary 3.2 andN [e, 0] = 0 implies that,
for finitely supported potentialsV , we have

lim
λ→∞

N [e, λV ] = lim
λ→∞

Nsc[e, λV ] = supp V, (112)

and thus the semi-classical upper bound onN [e, λV ] saturates whenλ→ ∞.
Observe further that, on one hand, theorem 3.10 below implies that the lower

bound onN [e, V ] given in Lemma 3.7 strongly underestimates the size of the
discrete spectrum ofH(e, V ) in the case whereV is slowly varying in space.
Nsc[e, V ] describes – in this precise case – the behavior ofN [e, V ] more correctly.
On the other hand, it seems that there is no other simple candidate for a lower
bound onN [e, V ] holding in general and based on quantities likeNsc[e, V ] or
|V |pp. See Corollary 4.5 and remark thereafter.

For any continuous functionf : Rd → R
+
0 define for allM ∈ N0 the step

functionsf (M)
− : Rd → R

+
0 by:

f
(M)
− (x) :=

∑

X∈Zd

1[x ∈ 2−MX+[0, 2−M)d] min{ f(x′) | x′ ∈ 2−MX+[0, 2−M)d}.

(113)

Lemma 3.9. Let v ∈ C0(R
d,Rd

0) be compactly supported. For allL > 0 define
the potentialVL : Γ → R

+
0 by:

VL(x) := L−2v(L−1x). (114)

Let e be any admissible dispersion relation fromC3(Γ∗,R). Assume, moreover,
that for someD <∞ and someα > 2, for all x ∈ Γ,

|h(e)0,x| ≤ D 〈x〉2d+α. (115)

Then there are constantsconst′ > 0, const < ∞, depending onlye such that for
all M ∈ N0,

lim inf
L→∞

N [e, VL] ≥ const′
∫

Rd

v
(M)
− (x)d/2 1[v

(M)
− (x) > const2M ]ddx. (116)

We prove this by standard arguments using coherent states, see Appendix A.2.
The following result is an immediate consequence of the lemma above.

Theorem 3.10.Let e be any admissible dispersion relation fromC3(Γ∗,R) and
v ∈ C0(R

d,Rd
0) be compactly supported. Let the potentialsVL = VL(v) be defined

as above. Then, for some constantconst > 0 depending only one,

lim inf
λ→∞

lim inf
L→∞

N [e, λVL] ≥ constλd/2
∫

Rd

v(x)d/2ddx. (117)
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Observe, moreover, that from Theorem 3.10:N [e, λVL] ≥ const Nsc[e, λVL]
for someconst > 0 and sufficiently largeλ > 0 andL > 0. Thus, as expected,
like in the continuous case:N [e, λVL] ∼ Nsc[e, λVL] at largeλ > 0 andL > 0.

4 Asymptotics ofN [e, λV ] for large λ

In this section we investigate the question whether the semi-classical number of
bound statesNsc[e, λV ] describesN [e, λV ] correctly in the limitλ → ∞ or not.
This leads us to the proof of Theorems 1.8 and 1.9.

Equally interesting, however, is the observation made in this section that an
asymptotic comparison ofN [e, λV ] to Nsc[e, λV ] does not always make much
sense. Namely, in Theorem 4.7 below, we prove thatλ 7→ N [e, λV ] may approx-
imate any given continuous and monotonically increasing function F (λ) of λ.
More precisely, givenF , we can always find a potentialVF such thatN [e, λVF ] =
F (λ) up to a small error.

4.1 Potentials with Semi-classical Asymptotic
Behavior ofN [e, λV ] at large λ

This subsection is devoted to the proof of Theorems 1.8 and 1.9. To this end, we
recall that

g+(V ) := sup
r>0

lim sup
ℓ→∞

2

d r

(
lnLV

[
e−ℓ−r

]
− lnLV

[
e−ℓ
])
, (118)

g−(V ) := inf
r>0

lim inf
ℓ→∞

2

d r

(
lnLV

[
e−ℓ−r

]
− lnLV

[
e−ℓ
])
. (119)

The following lemma illustrates that, for potentials withg+(V ) < 1, the main con-
tribution toNsc[e, λV ] is given by#{λV ≥ emax}, and that this actually defines a
borderline in the sense that ifg−(V ) ≥ 1 then this assertion is reversed.

Lemma 4.1. Assumed ≥ 1 andV ∈ ℓ∞0 (Γ,R+
0 ).

(i) Then there is a constantC4.1(d, e) > 0 such that

lim inf
λ→∞

{
N>
sc[e, λV ]

Nsc[e, λV ]

}
≥
(
1 − g+(V )

)
C4.1(d, e). (120)

(ii) Conversely, ifg−(V ) ≥ 1 then

lim
λ→∞

{
N>
sc[e, λV ]

Nsc[e, λV ]

}
= 0, (121)

whereN>
sc[e, V ] = LV [emax] = #{V ≥ emax} is defined in Definition 3.3.
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Proof: We first fixx ∈ Γ, setρx := min
{
1, λV (x)/emax

}
, and observe that

c1 ρ
d/2
x ≤

∫

Γ∗

1[e(p) < λV (x)]dµ∗(p) ≤ C1 ρ
d/2
x , (122)

for some0 < c1 ≡ c1(d, e) < C1 ≡ C1(d, e) <∞, sincee(p) is a Morse function.
Furthermore, we have that

Nsc[e, λV ] =
∑

x∈Γ

∫

Γ∗

1[e(p) < λV (x)] dµ∗(p) (123)

=
∑

x∈Γ

∫

Γ∗

1[e(p) < λV (x) ≤ emax] dµ
∗(p) + LV [λ−1

emax].

Using that

ρd/2x =
d

2

∫ ∞

0

1
[
e−r < ρx

]
e−dr/2 dr (124)

andℓλ := log(λ) − log(emax), we hence obtain

Nsc[e, λV ] −LV
[
e−ℓλ

]

=
∑

x∈Γ

∫

Γ∗

1[e(p) < λV (x) < emax]dµ
∗(p) (125)

≤ dC1

2

∑

x∈Γ

∫ ∞

0

{
1
[
e−r ≤ λe−1

maxV (x)
]
− 1
[
1 ≤ λe−1

maxV (x)
]}
e−dr/2 dr,

=
dC1

2

∫ ∞

0

{
LV
[
e−ℓλ−r

]
−LV

[
e−ℓλ

]}
e−dr/2 dr,

=
dC1 LV [e−ℓλ ]

2

∫ ∞

0

{LV [e−ℓλ−r]

LV [e−ℓλ ]

}
e−dr/2 dr − C1 LV

[
e−ℓλ

]
. (126)

and similarly

Nsc[e, λV ] −LV
[
e−ℓλ

]
(127)

≥ d c1 LV [e−ℓλ ]

2

∫ ∞

0

{LV [e−ℓλ−r]

LV [e−ℓλ ]

}
e−dr/2 dr − c1 LV

[
e−ℓλ

]
.

Defining

gℓ(r) :=
2

d r

(
lnLV

[
e−ℓ−r

]
− lnLV

[
e−ℓ
])
, (128)
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we hence have

dC1

2

∫ ∞

0

exp

(
−[1 − gℓλ(r)]

d

2
r

)
dr ≥ Nsc[e, λV ]

LV [e−ℓλ ]
− 1 + C1. (129)

d c1
2

∫ ∞

0

exp

(
−[1 − gℓλ(r)]

d

2
r

)
dr ≤ Nsc[e, λV ]

LV [e−ℓλ ]
− 1 + c1, (130)

Now, an application of Fatou’s Lemma yields

lim sup
λ→∞

Nsc[e, λV ]

LV [e−ℓλ ]
≤ 1 − C1 +

dC1

2

∫ ∞

0

exp (−[1 − g+(V )]) rdr

= 1 − C1 +
dC1

[1 − g+(V )]
, (131)

which implies (i). Assertion (ii) is similar, for ifg−(V ) ≥ 1 then another applica-
tion of Fatou’s Lemma gives

lim inf
λ→∞

Nsc[e, λV ]

LV [e−ℓλ ]
≥ 1−c1+

d c1
2

∫ ∞

0

exp

(
[g−(V ) − 1]

d

2
r

)
dr = ∞. (132)

�

Proof of Theorems 1.8 and 1.9:By Theorem 1.4 and Definition 3.3, we have

N [e, λV ]

Nsc[e, λV ]
≥ LV [λ−1

emax]

Nsc[e, λV ]
=

N>
sc[e, λV ]

Nsc[e, λV ]
. (133)

Now, the left-hand inequality in (33) and the first inequality in (34) follow directly
from Lemma 4.1 (i). The right-hand inequality in Eqs. (33) follows from Theo-
rem 1.1, while the second inequality in (34) is a consequenceof Theorem 1.2.

�

4.2 Failure of Semi-classical Asymptotic
Behavior ofN [e, λV ] at large λ

For the continuum Schrödinger operator−∆ − λV (x) on R
d, the number of

negative eigenvalues is asymptotically homogeneous of degree d/2 in λ, i.e.,
N cont
sc [λV ] = λd/2 N cont

sc [V ]. For discrete Schrödinger operators, only weaker
statements hold true, as is illustrated by the following lemma. See also [8, Sec-
tion 5.2].

Lemma 4.2(Lemma 1.7). Assumed ≥ 3, (H-1) andV ∈ ℓd/2(Γ,R+
0 ). Then

lim
λ→∞

{
λ−d/2 N [e, λV ]

}
= lim

λ→∞

{
λ−d/2Nsc[e, λV ]

}
= 0. (134)
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Proof: It suffices to prove the second equality, sinceN [e, λV ] ≤ C2.6(d, e)Nsc[e, λV ],
by Theorem 1.1. By (95), we have that

λ−d/2N [e, λV ] ≤ c2(e)λ
−d/2

(
N>
sc[e, λV ] +N<

sc[e, λV ]
)
, (135)

and

λ−d/2 (N>
sc[e, λV ] +N<

sc[e, λV ]) (136)

= λ−d/2
∑

x∈Γ

min
{
emax, λ

d/2 V d/2(x)
}

=
∑

x∈Γ

min
{
λ−d/2 emax, V

d/2(x)
}
.

Sincelimλ→∞ min{λ−d/2 emax, V
d/2(x)} = 0, for everyx ∈ Γ andmin{λ−d/2 emax, V

d/2}
is dominated byV d/2 ∈ ℓ1(Γ), the assertion follows from the dominated conver-
gence theorem. �

Lemma 4.3. Let d ≥ 3 ande be an admissible dispersion relation. Then there is
a constantC4.3(d, e) <∞ such that, for allρ ∈ (0, 1] and allx, y ∈ Γ, x 6= y,

∣∣〈δx
∣∣ (ρ+ h(e)

)−1
δy
〉∣∣ ≤ C4.3(d, e)

|x− y|1/2 . (137)

Proof: Let Min(e) := {ξ ∈ Γ∗ | e(ξ) = 0} be the set of points inΓ∗ for which e is
minimal. We construct a partition of unity localizing on theVoronoi cells

V(ξ) :=
{
p ∈ Γ∗

∣∣ γ(p, ξ) = min
ξ̃∈Min(e)

γ(p, ξ̃)
}
, (138)

where ξ ∈ Min(e) and γ : Γ∗ × Γ∗ → R
+
0 is the natural metric onΓ∗ =

(R/2πZ)d. Denote byr > 0 the largest radius, such thatBγ(ξ, 2r) ⊆ V(ξ),
for all ξ ∈ Min(e), and choosej ∈ C∞

0 (Rd,R+
0 ) such thatsupp j ⊆ B(0, 1) and∫

Rd j(p) d
dp = 1. We then setjr(p) := r−dj(p/r) for p ∈ Γ∗ (which makes sense

becauser > 0 is sufficiently small), and

χξ := jr ∗ 1V(ξ). (139)

We list a few properties of this partition in combination with the dispersione
deriving from the fact thate is a Morse function.

∀p∈Γ∗ :
∑

ξ∈Min(e)

χξ(p) = 1, (140)

∀p∈Γ∗∀ξ,ξ̃∈Min(e), ξ 6=ξ̃ : χξ(p) > 0 =⇒ γ(p, ξ̃) > r,

∃c1>0 ∀p∈Γ∗∀ξ∈Min(e) : ∇pχξ(p) > 0 =⇒ e(p) ≥ c1,

∃c2>0 ∀p∈Γ∗∀ξ∈Min(e) : χξ(p) > 0 =⇒ e(p) ≥ c2(p− ξ)2,

∃c3<∞ ∀p∈Γ∗∀ξ∈Min(e) : χξ(p) > 0 =⇒ |∇e(p)| ≤ c3|p− ξ|.



27

By translation invariance, it suffices to prove (137) fory = 0 andx 6= 0. We
observe that

|x|2
∣∣〈δx

∣∣ (ρ+ h(e)
)−1

δ0

〉∣∣ =

∣∣∣∣
∫

Γ∗

x · ∇p

(
eip·x

)
dµ∗(p)

ρ+ e(p)

∣∣∣∣ (141)

=

∣∣∣∣
∑

ξ∈Min(e)

∫

Γ∗

x · ∇p

(
ei(p−ξ)·x − 1

) χξ(p) dµ∗(p)

ρ+ e(p)

∣∣∣∣

=

∣∣∣∣
∑

ξ∈Min(e)

∫

Γ∗

(
ei(p−ξ)·x − 1

){x · ∇pχξ(p)

ρ+ e(p)
−
χξ(p) x · ∇pe(p)

[ρ+ e(p)]2

}
dµ∗(p)

∣∣∣∣.

Now we use (140),|ei(p−ξ)·x − 1| ≤ 2, and|ei(p−ξ)·x − 1| ≤ 2 |x|1/2 |p − ξ|1/2 to
obtain

|x|1/2
∣∣〈δx

∣∣ (ρ+ h(e)
)−1

δ0

〉∣∣ (142)

≤
∑

ξ∈Min(e)

∫

Γ∗

{
2 |∇pχξ(p)|

c1
+

χξ(p) c3

c22(p− ξ)5/2

}
dµ∗(p) ≤ C4,

for some constantC4 < ∞, since|p− ξ|−5/2 is locally integrable ford ≥ 3. We
remark that we may have improved this estimate toO(|x|β−1), for anyβ > 0, by
using|ei(p−ξ)·x − 1| ≤ 2 |x|β |p− ξ|β. �

Lemma 4.4. Letd ≥ 3 ande be an admissible dispersion. Letr := (rk)
∞
k=0 be an

increasing sequence of positive integers with9rk ≤ rk+1 for all k ≥ 0, and define
ω(r) := {x0, x1, x2, . . .} ⊆ Γ by

xk := (rk, 0, . . . , 0). (143)

If V ∈ ℓ∞(Γ) with supp V ⊆ ω(r) and

|V |∞ < η(e) − 1

4
C4.3(d, e) η(e)

2 r
−1/2
0 , (144)

thenN [e, V ] = 0.

Proof: For any normalizedψ = (ψx)x∈Γ ∈ ℓ2(Γ) and allρ > 0, we have that
〈
ψ
∣∣ V 1/2 (ρ+ h(e))−1 V 1/2ψ

〉
(145)

≤ 1

η(e)

∑

x∈ω(r)

V (x) |ψx|2 (146)

+
∑

x,y∈ω(r), x 6=y

ψxψy [V (x)V (y)]1/2
〈
δx
∣∣ (ρ+ h(e)

)−1
δy
〉

≤ |V |∞
(

1

η(e)
+ sup

x∈ω(r)

{ ∑

y∈ω(r)\{x}

∣∣〈δx
∣∣ (ρ+ h(e)

)−1
δy
〉∣∣
})

,
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by the Schur bound. From Lemma 4.3 it follows that

sup
x∈ω(r)

{ ∑

y∈ω(r)\{x}

∣∣〈δx
∣∣ (ρ+ h(e)

)−1
δy
〉∣∣
})

≤ C4.3(d, e) sup
k≥0

{
Xk + Yk

}
,

(147)
where

Xk :=
k−1∑

ℓ=0

|rk − rℓ|−1/2 and Yk :=
∞∑

ℓ=k+1

|rk − rℓ|−1/2. (148)

For ℓ < k, we have that|rk − rℓ| ≥ 8rk ≥ 8 · 9k r0 and hence

Xk ≤ k 3−k√
8 r0

. (149)

Similarly, we have that|rk − rℓ| ≥ 8rℓ ≥ 8 · 9ℓ r0 for ℓ > k, and thus

Yk ≤ 3−k

3 (1 − 1
3
)
√

8 r0
=

3−k

2
√

8 r0
. (150)

We hence conclude that

sup
x∈ω(r)

{ ∑

y∈ω(r)\{x}

∣∣〈δx
∣∣ (ρ+ h(e)

)−1
δy
〉∣∣
})

≤ C4.3(d, e)

2
√

8 r0
. (151)

Thus, the operator norm of the Birman-Schwinger operator isstrictly smaller than
one,

∥∥V 1/2 (ρ+ h(e))−1 V 1/2
∥∥ ≤ |V |∞

(
1

η(e)
+

C4.3(d, e)

2
√

8 r0

)
< 1, (152)

for all ρ > 0, which implies thatN [e, V ] = 0. �

The last lemma has the following immediate consequences.

Corollary 4.5 (Thm. 1.6). Let d ≥ 3 and e be an admissible dispersion. Then
there exists a potentialV /∈ ⋃

p≥1

ℓp(Γ) withN [e, V ] = 0.

Proof: Fix r0 ∈ N, chooserk := 9k r0, xk := (rk, 0, . . . , 0), and set

V (x) :=

∞∑

j=0

1{xj}(x)
η(e)

ln(4 + j)
. (153)



29

Note thatV ∈ ℓ∞0 (Γ) but that, for allp ≥ 1, thep-norm ofV diverges,|V |p =

η(e)p
∑∞

j=0

[
ln(4 + j)

]−p
= ∞. Moreover, |V |∞ = 1

ln(4)
η(e) < η(e), and

Lemma 4.4 implies thatN [e, V ] = 0 providedr0 ∈ N is chosen sufficiently large

such thatC4.3(d, e) η(e)r
−1/2
0 < 4

(
1 − 1

ln(4)

)
. �

We remark thatNsc[e, V ] = ∞ in Corollary 4.5, sinceV /∈
⋃
p≥1

ℓp(Γ). Thus, a

lower bound onN [e, V ] in terms ofℓp-norms or in multiples ofNsc[e, V ] cannot
possibly hold true. See also [8].

Corollary 4.6 (Thm. 1.5). Let d ≥ 3, e be an admissible dispersion. Given
ε ∈ (0, 1) and a potentialV ∈ ℓ∞0 (Γ,R+

0 ), there exists a rearrangement̃V ∈
ℓ∞0 (Γ,R+

0 ) of V such that

N [e, Ṽ ] ≤ LeV [(1 − ε)η(e)] = #
{
x ∈ Γ

∣∣ V (x) ≥ (1 − ε)η(e)
}
. (154)

Proof: We writeV = V (>) + V (<) with

V (>) = V ·1
[
V ≥ (1−ε)η(e)

]
and V (<) = V ·1

[
V < (1−ε)η(e)

]
. (155)

Note thatV (>) has bounded support. Thus, choosingṼ (<) to be a rearrangement
of V (<) with

supp Ṽ (<) ⊂
{
(rk, 0, . . . , 0)

∣∣ rk := 9k r0 , k ∈ N0

}
(156)

andr0 ∈ N chosen sufficiently large, we find that

∥∥Ṽ (<)
∥∥
∞

= (1 − ε)η(e) < η(e) − 1

4
C4.3(d, e) η(e)

2r
−1/2
0 , (157)

and Lemma 4.4 implies thatN [e, Ṽ (<)] = 0. Hence, defining̃V := V (>) + Ṽ (<),
we have for sufficiently larger0 ∈ N that supp V (>) ∩ supp Ṽ (<) = ∅, Ṽ is a
rearrangement ofV , and

N [e, Ṽ ] ≤ # suppV (>) + N [e, Ṽ (<)] (158)

= # suppV (>) = LV [(1 − ε)η(e)], (159)

by Corollary 3.2. �

The next theorem illustrates ford ≥ 3 that – opposed to the continuum case – the
asymptotics ofN [e, λV ] asλ→ ∞ can be prescribed arbitrarily.

Theorem 4.7(Thm. 1.11). Let d ≥ 3 and e be any admissible dispersion. Let
further F : [1,∞) → N be an arbitrary monotonically increasing, positively
integer-valued, right-continuous function. Then, for anyε ∈ (0, 1/2), there exists
a potentialVF,ε ∈ ℓ∞0 (Γ,R+

0 ) such that

∀λ≥2 : F
(
(1 − ε)λ

)
≤ N

[
e, λVF

]
≤ F

(
(1 + ε)λ

)
. (160)
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Proof: For the proof, we abbreviateη := η(e). SinceF : [1,∞) → N is mono-
tonically increasing and right-continuous, there is a monotonically increasing se-
quence1 ≤ λ1 ≤ λ2 ≤ λ3 ≤ · · · such that

F (λ) =
∞∑

j=1

1[λj ≤ λ]. (161)

Note that the monotonicity ofF is not necessarily strict, and possiblyλj = λj+1.
For a sequencer = (rk)

∞
k=0 of positive integers, with9rk ≤ rk+1, to be further

specified later, andxk = (rk, 0, . . . , 0) ∈ Γ, we set

VF,ε(x) :=

∞∑

j=1

η

λj
1{xj}(x). (162)

Let ε′ > 0 be such that(1 + ε′)−1 > 1 − ε. Choosingr0 > 0 large enough such
that

η sup
ρ>0

sup
x∈supp VF,ε

∑

y∈supp VF,ε\{x}

|〈δx| (ρ+ h(e))−1δy〉| <
ε′

1 + ε′

we observe that

LλVF,ε
((1 + ε′)η) = LVF,ε

((1 + ε′)η/λ) (163)

= #

{
x ∈ Γ

∣∣∣∣ VF,ε(x) ≥ (1 + ε′)
η

λ

}
(164)

=

∞∑

j=1

1

[
η

λj
≥ (1 + ε′)

η

λ

]
= F ((1 + ε′)−1λ).

Thanks to Lemma 3.8, we have thus established the lower boundonN [e, λVF,ε]
in (160),

F ((1 − ε)λ) ≤ F ((1 + ε′)−1λ) ≤ N
[
e, λVF,ε

]
(165)

for all λ ≥ 2. Choose nowε′ > 0 such that(1 − ε′)−1 < 1 + ε. For the proof of
the upper bound in (160) we writeλVF,ε = V

(>)
F,λ + V

(<)
F,λ , where

V
(>)
F,λ (x) := λVF,ε 1

[
VF,ε(x) ≥ (1 − ε′)

η

λ

]
(166)

=
∞∑

j=1

1{xj}(x) 1
[
λj ≤ (1 − ε′)−1λ

]η λ
λj
,

V
(<)
F,λ (x) := λVF,ε 1

[
VF,ε < (1 − ε′)

η

λ

]

=

∞∑

j=1

1{xj}(x) 1
[
λj > (1 − ε′)−1λ

]η λ
λj
,
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Observe that, due to (166)

# supp V
(>)
F,λ = #

{
x ∈ ω(r)

∣∣∣∣ VF,ε(x) ≥ (1−ε′)η
λ

}
= F

(
(1−ε′)−1λ

)
. (167)

Hence, Corollary 3.2 yields

N
[
e, λVF,ε

]
≤ F

(
(1 + ε)λ

)
+N

[
e, V

(<)
F,λ

]
, (168)

and it remains to fix the sequencer so that

N
[
e, V

(<)
F,λ

]
= 0, (169)

for all λ ≥ 1. To this end, we first note that
∥∥V (<)

F,λ

∥∥
∞

≤ η (1 − ε′). (170)

From Lemma 4.4, (169) holds by choosingr0 > 0 large enough and the right-hand
inequality in (160) follows. �

A similar result in proven in [8, Section 6]. Observe, however, that we do not
assume here thatλj/λj+1 → 1 asj → ∞ for the asymptotics of eigenvalues.

Assume that for a given potentialV ∈ ℓ∞0 (Γ,R+
0 ), N [e, λV ] ∼ Nsc[e, λV ] <

∞ at largeλ > 0, i.e., thatN [e, λV ] is finite and obeys the Weyl asymptotics at
largeλ. Then it would follow thatN [e, λV ] = O(λd/2). By the last theorem, for
anyα > 0, there are potentialsVα ∈ ℓ∞0 (Γ,R+

0 ) such thatN [e, λV ] behaves like
λα asλ → ∞. In particular, the semi-classical asymptotics cannot hold for Vα
with α > d/2. See also [8]. Observe, however, that in such a case, by the semi-
classical upper bound onN [e, λVα] (Theorem 1.1),Nsc[e, λVα] = ∞ (whereas
N [e, λVα] < ∞) for all λ > 0 and speaking about semi-classical behavior does
not really make sense. We discuss below another kind of example for which the
semi-classical asymptotics – in the sense of two–side bounds – is violated, even if
Nsc[e, λV ] <∞ for all λ > 0.

Theorem 4.8(Thm. 1.10). Letd ≥ 3 ande be any admissible dispersion relation
fulfilling (H-1). There is a potentialV ≥ 0, V ∈ ℓd/2(Γ,R+

0 ), such that

lim inf
λ→∞

Nsc[e, λV ]

N [e, λV ]
<∞, lim sup

λ→∞

Nsc[e, λV ]

N [e, λV ]
= ∞. (171)

Proof: Define the potentialsV1, V2 ∈ ℓd/2(Γ,R+
0 ) by

V1(x) :=
1

〈x〉2 ln 〈x〉
, V2(x) := e−|x|.
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Clearly,g−(V1) = 1 andg+(V2) = 0. By Lemma 4.1,

lim
λ→∞

N>
sc[e, λV1]

Nsc[e, λV1]
= 0, lim

λ→∞

N>
sc[e, λV2]

Nsc[e, λV2]
> 0. (172)

For any monotonically increasing sequenceα = (αn)n∈N of positive real numbers
defineβα : Γ → {0, 1} by βα(x) := 1 if α1+2n ≤ |x| ≤ α2+2n for somen ∈ N0,
andβα(x) := 0 else. Consider potentials of the form̃V = Ṽα := βα(V1 − V2) +
V2 ≥ 0. By (172), there exists a sequenceα such that:

lim inf
λ→∞

Nsc[e, λṼ ]

N>
sc[e, λṼ ]

<∞, lim sup
λ→∞

Nsc[e, λṼ ]

N>
sc[e, λṼ ]

= ∞. (173)

By (173) and Lemma 3.7, for any rearrangementV of Ṽ ,

lim inf
λ→∞

Nsc[e, λV ]

N [e, λV ]
<∞.

Observe that, by Corollary 3.2 and Lemma 4.4, there is a rearrangementV of Ṽ
such that

lim sup
λ→∞

N>
sc[e, λ(2emax/η(e))V ]

N [e, λV ]
≥ 1. (174)

To conclude the proof use that for some1 < C <∞,

C−1Nsc[e, λV ] ≤ Nsc[e, λ(2emax/η(e))V ] ≤ C Nsc[e, λV ] (175)

for all λ > 0. This together with (173) and (174) imply

lim sup
λ→∞

Nsc[e, λV ]

N [e, λV ]
= ∞.

Note that we have used above the invariance of the semi-classical quantitiesN>
sc[e, Ṽ ]

andNsc[e, Ṽ ] w.r.t. rearrangements of̃V . �

5 One and two dimensions

We start this section by showing (Corollary 5.3) that the semi-classical upper
bound, as stated in Theorem 1.1 for instance, cannot be validin less than three
dimensions.

Lemma 5.1. Letd = 1, 2, e be an admissible dispersion relation, andV ≥ 0 be a
potential with finite support. For allρ > 0 and all rearrangements̃V of V define
the compact self-adjoint operator

K(ρ, Ṽ ) = PRan eV Ṽ
1/2 (ρ+ h(e))−1 Ṽ 1/2 PRan eV − PRan eV . (176)

Then there existρ > 0 and a rearrangement̃V of V such thatK(ρ, Ṽ ) > 0.
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Proof: If suppV = ∅ there is nothing to prove, so we assume thatV 6= 0. Let
Ṽ ≥ 0 be a rearrangement ofV . Then for allρ > 0 and allψ = (ψx)x∈Γ ∈ Ran Ṽ ,

〈ψ |K(ρ, Ṽ )ψ〉 = −|ψ|22 +
∑

x∈supp eV

Ṽ (x)|ψx|2
∫

Γ∗

dµ∗(p)

ρ+ e(p)
(177)

+
∑

x,y∈supp eV , x 6=y

[Ṽ (x)Ṽ (y)]1/2
〈
δx
∣∣(ρ+ h(e))−1δy

〉
ψxψy,

and thus

K(ρ, Ṽ ) ≥ −1 + min
x∈suppV

V (x)

∫

Γ∗

dµ∗(p)

ρ+ e(p)
(178)

−|V |∞ sup
ψ∈Ran eV , |ψ|2=1

∑

x,y∈supp eV , x 6=y

∣∣〈δx
∣∣(ρ+ h(e))−1δy

〉
ψxψy

∣∣.

Chooseρ > 0 such that

min
x∈suppV

V (x)

∫

Γ∗

dµ∗(p)

ρ+ e(p)
> 2. (179)

This is always possible sinced ≤ 2. For any fixedρ > 0, we have that

〈δx|(ρ+ h(e))−1δy〉 → 0

as|x−y| → ∞. This follows from the Riemann-Lebesgue Lemma since〈δx|(ρ+
h(e))−1δy〉 is the Fourier transform of the integrable function(ρ+ e)−1 ∈ L1(Γ∗).
In particular, there is a rearrangementṼ of V such that

|V |∞ sup
ψ∈Ran eV , |ψ|2=1

∑

x,y∈supp eV , x 6=y

∣∣〈δx
∣∣(ρ+ h(e))−1δy

〉
ψxψy

∣∣ ≤ 1. (180)

For suchρ > 0 andṼ we hence have thatK(ρ, Ṽ ) > 0. �

Theorem 5.2.Let d = 1, 2 ande be an admissible dispersion relation. Then, for
any finitely supported potentialV , there is a rearrangement̃V of V such that

N [e, Ṽ ] = # supp Ṽ = # supp V. (181)

Proof: Clearly, for any rearrangement̃V of V , we haveN [e, Ṽ ] ≤ # supp V , as
follows, e.g., from Corollary 3.2 and the fact thatN [e, 0] = 0. Let ρ > 0 and the
rearrangement̃V of V be as in the lemma above. Then, by the min-max principle
and the boundK(ρ, Ṽ ) > 0, the compact operator(Ṽ )1/2(ρ+ h(e))−1(Ṽ )1/2 has
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at leastdim Ran Ṽ = | supp Ṽ | discrete eigenvalues above1. By Lemma 2.2, it
follows from this thatN [e, Ṽ ] ≥ # supp Ṽ . �

Observing that the semi-classical number of bound statesNsc[e, V ] is invariant
w.r.t. rearrangements of the potentialV , the following corollary follows immedi-
ately:

Corollary 5.3 (Breakdown of the semi-classical upper bound ind = 1, 2). Let
d = 1, 2 ande be any admissible dispersion. Then, for allǫ > 0,

sup

{
N [e, V ]

Nsc[e, V ]

∣∣∣∣ V, Nsc[e, V ] < ǫ

}
= ∞. (182)

The last corollary implies in one or two dimensions that multiples ofNsc[e, V ]
cannot be, in general, an upper bound onN [e, V ]. The discussion above shows,
more precisely, thatconstNsc[e, V ] fails to be such an upper bound in the case
of sparse potentials, i.e. in the situation where the distance between points in the
support of the potentialV is large. Hence, any quantityQ(V ) which is supposed
to be an upper bound onN [e, V ] should keep track of the behavior ofV in space.
This motivates the use of the weighted semi-classical quantitiesNsc

[
e, Ṽ (V )

]
–

as stated in Theorem 1.2 – as upper bounds onN [e, V ] in one and two dimensions.
The a priori upper bound onN [e, V ] given in Lemma 2.4 – used to derive

(weighted) semi-classical bounds on the number of bound statesN [e, V ] in three
or more dimensions – is useless ford = 1, 2 since in this caseη(e) = 0. Indeed,
observe that, by Theorem 3.6, ford = 1, the inequalityN [e, V ] ≤ const |V |1
can be violated for anyconst < ∞. It is also expected to be the case ford = 2.
However, Lemma 5.4 – a similar result to Lemma 2.4 – holds ford = 1, 2 by
replacing theℓ1 norm with a stronger homogeneous (of degree one) functional.

For anyp > 0,m ≥ 0, and any functionV : Γ → R
+
0 define

|V |p,m :=

(∑

x∈Γ

V p(x) 〈x〉m
)1/p

. (183)

Observe that| · |p,m is not a norm, forp ∈ (0, 1), but only a homogeneous func-
tional of degree one. For any functione ∈ Cm(Γ∗,C) andm ∈ N0, define the
Cm-(semi)norms by

‖e‖Cm := max
n∈Nd

0, |n|=m
max
p∈Γ∗

∣∣∂np e(p)
∣∣. (184)

Let e be an admissible dispersion relation. We denote the set of all critical points
of e by

Crit(e) :=
{
p ∈ Γ∗

∣∣∇e(p) = 0
}
. (185)
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Recall that, asΓ∗ is compact, dispersion relations have at most finitely many crit-
ical points.Min(e) ⊂ Crit(e) denotes the set of points on which the minimum of
e is taken.

Let e′′(p) be the Hessian matrix ofe atp ∈ Crit(e). Define theminimal curva-
ture ofe at p ∈ Crit(e) by

K(e, p) := min
{
|λ|1/2

∣∣ λ ∈ σ[e′′(p)]
}
> 0. (186)

Define also theminimal (critical) curvature ofe by

K(e) := min
{
K(e, p)

∣∣ p ∈ Crit(e)
}
> 0. (187)

Lemma 5.4(A priori upper bound onN(e, V ), d = 1, 2). Let e be any dispersion
relation fromC3(Γ∗,R). LetC < ∞ andK > 0 be such that‖e‖C3 < C and
K(e) > K. Defineδ := min{e(p) | p ∈ Crit(e)\Min(e)} > 0.

(i) There is a constantC5.4(i) <∞ depending only one, C,K,#Min(e), andδ
such thatN [e, V ] ≤ #Min(e) whenever|V |1/2,1 < C5.4a.

(ii) There is a constantC5.4(ii) < ∞ depending only one, C,K,#Min(e), and
δ such that

N [e, V ] ≤ C5.4(ii) |V |1/2,2 + #Min(e). (188)

Proof:
LetC1(Γ∗) be the Banach space of all continuously differentiable functionsΓ∗ →
C with norm‖·‖C1

. Observe that if|V |1/2,1 is finiteF∗◦V 1/2 defines a continuous
linear mapℓ2(Γ) → C1(Γ

∗) with

‖F∗ ◦ V 1/2‖B[ℓ2(Γ),C1(Γ∗)] ≤ |V |1/21/2,1. (189)

Let Min(e) = {p(1), . . . , p(m)}, m = #Min(e), and define the linear functionals
ζ i, i = 1, 2, . . . , m, on ℓ2(Γ) by ζ i(ϕ) := F∗ ◦ V 1/2(ϕ)(p(i)). By (189), the
functionalsζ i are continuous. LetX =

⋂m
i=1 ker ζ i. Assume thatH(e, V ) has

more thanm eigenvalues (counting multiplicities) below0. Then, by Lemma 2.2
and the min-max principle, there is someρ > 0 and some(m + 1)–dimensional
subspaceS ⊂ ℓ2(Γ) with

min
ϕ∈S, |ϕ|2=1

〈ϕ | V 1/2(ρ+ h(e))−1V 1/2ϕ〉 > 1. (190)

Observe that for allϕ ∈ ℓ2(Γ),

〈ϕ | V 1/2(ρ+ h(e))−1V 1/2ϕ〉 =

∫

Γ∗

|F∗ ◦ V 1/2(ϕ)(p)|2
ρ+ e(p)

dµ∗(p). (191)
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As the dimension ofS is larger thanm, there is a vector̃ϕ ∈ S ∩ X, |ϕ̃|2 = 1.
Notice that in this case there is a constantconst < ∞ depending only onC and
m such that for allp ∈ Γ∗,

|F∗ ◦ V 1/2(ϕ̃)(p)|2 ≤ const |V |1/2,1
m∏

i=1

(1 − cos(p− p(i))), (192)

where for eachq = (q1, . . . , qd) ∈ Γ∗
d,

cos(q) := d−1(cos(q1) + . . .+ cos(qd)).

It means that

1 < const |V |1/2,1
∫

Γ∗

∏m
i=1(1 − cos(p− p(i)))

ρ+ e(p)
dµ∗(p). (193)

Observing that the integral on the right-hand side of (193) is bounded by a constant
depending only onC,K andm this concludes the proof of (i).

Now we prove (ii). For anyq ∈ Γ∗ define the linear mapsζ ′q : ℓ2(Γ) → C×Cd

by

ζ ′q(ϕ) =
(
(F∗ ◦ V 1/2)(ϕ)(q) , (∇F∗ ◦ V 1/2)(ϕ)(q)

)
. (194)

By |V |1/2,1 ≤ |V |1/2,2 <∞ it follows thatζ ′q is continuous.
There is a constantconst < ∞ such that, for any fixedµ > 0 small enough,

there is a set of points{q1, . . . , qn(µ)} fromΓ∗ containingMin(e) with the property
thatn(µ) ≤ µ−1 and, for allq ∈ Γ∗, mini=1,2,...,n(µ) |q − qi| ≤ constµ1/d. If the
subspaceS ⊂ ℓ2(Γ) has dimension larger than(d + 1)µ−1 then there is a vector
ϕ̃ ∈ S with |ϕ̃|2 = 1 and

ϕ̃ ∈
n(µ)⋂

j=1

Ker ζ ′qj . (195)

By Taylor expansions, for such a vectorϕ̃ we have, similarly as in the proof
of (i), that for some constantconst <∞ and allp ∈ Γ∗:

|F∗ ◦ V 1/2ϕ̃(p)| ≤ const |V |1/21/2,2

m∏

i=1

(1 − cos(p− pi)), (196)

|F∗ ◦ V 1/2ϕ̃(p)| ≤ constµ |V |1/21/2,2. (197)

Using the last two inequalities we get

|〈ϕ̃ | V 1/2h(e)−1V 1/2ϕ̃〉|

≤ |F∗ ◦ V 1/2ϕ̃|∞
∫

Γ∗

|F∗ ◦ V 1/2ϕ̃(p)|
e(p)

dµ∗(p)

≤ const µ|V |1/2,2. (198)
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Thus, by (i), Lemma 2.2 and the min-max principle, for someconst < ∞,
H(e, V ) has at most(const |V |1/2,2 +m) eigenvalues below0. �

Corollary 5.5 (Semi-classical upper bound onN [e, V ], Thm. 1.2 ford = 1, 2).
Letd = 1, 2 ande be any admissible dispersion relation fromC3(Γ∗). Then there
is a constantc(e) <∞ such that for all potentialsV ≥ 0,

N [e, V ] ≤ c(e)(1 +Nsc[e, Ṽ ]), (199)

where the effective potentialṼ is given byṼ (x) := V (x)|x|d+5.

Proof: From Lemma 5.4 and Corollary 3.2:

N [e, V ] ≤ |{x ∈ Γ | 〈x〉d+5V (x) ≥ emax}| + #Min(e)

+C5.4(ii)




∑

x∈Γ, 〈x〉d+5V (x)<emax

〈x〉− d+1

2 [〈x〉d+1〈x〉4V (x)]1/2




2

.

Thus, by the Cauchy-Schwarz inequality:

N [e, V ] ≤ |{x ∈ Γ | 〈x〉d+5V (x) ≥ emax}| + #Min(e)

+C5.4(ii)

(
∑

x∈Γ

〈x〉−(d+1)

)


∑

x∈Γ, 〈x〉d+5V (x)<emax

〈x〉d+5V (x)


 .

As e is a Morse function this implies (199) in the cased = 2. Observing that
〈x〉d+5V (x) ≤ [emax〈x〉d+5V (x)]1/2, whenever〈x〉d+5V (x) ≤emax, the cased = 1
follows from the last inequality as well. �

A Appendix

A.1 Proof of Lemma 1.12

Lemma A.1. Let e be any admissible dispersion relation withh(e)x,y ≤ 0 for all
x 6= y. Then, for allx ∈ Γ,

∑

y∈Γ\{x}

h(e)x,y = −h(e)x,x = −h(e)0,0.

In particular,
max
x∈Γ

∑

y∈Γ\{x}

|h(e)x,y| = h(e)0,0.
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Proof: By translation invariance ofh(e) it suffices to show
∑

y∈Γ\{0} h(e)0,y =

−h(e)0,0. Sinceh(e)0,y ≤ 0 for all y 6= 0,

∑

y∈Γ\{0}

h(e)0,y = −h(e)0,0 + lim
L→∞

∑

y∈Γ, |y|≤L

h(e)0,y

= −h(e)0,0 + lim
L→∞

∫

Γ∗

e(−p)
∑

y∈Γ, |y|≤L

eip·y dµ∗(p).

As e is twice continuously differentiable:

lim
L→∞

∫

Γ∗

e(−p)
∑

y∈Γ, |y|≤L

eip·y dµ∗(p) = e(0).

Finally, by the assumptione is admissible,e(0) = 0. �

Proof of Lemma 1.12:The first part of Lemma 1.12, i.e.,
∑

y∈Γ

|h(e)x,y| <∞,

follows immediately from the lemma above.
By the Yosida approximation for semi-groups, for allu ∈ ℓ2(Γ) and allt ≥ 0,

e−t h(e)u = lim
s→∞

e−s t exp
(
s2t(s+ h(e))−1

)
u.

Thus it suffices to prove that, for alls > 0 and allu ∈ ℓ2(Γ), u ≥ 0 implies
(s+ h(e))−1u ≥ 0.

Consider any positive real numbers > 0 and any vectoru ∈ ℓ2(Γ), u ≥ 0.
Letw := (s+ h(e))−1u. Then, for anyv ∈ ℓ2(Γ), v ≥ 0,

〈w + v | (s+ h(e))(w + v)〉
= 〈w | (s+ h(e))w〉 + 〈v | (s+ h(e))v〉 + 2 〈u | v〉 (200)

≥ 〈w | (s+ h(e))w〉 + 〈v | (s+ h(e))v〉

Observing that the functionw is real valued (sinceh(e)x,y as only real entries and
u is real valued) and choosingv = |w| − w, it follows from the inequality above
that

〈|w| | (s+ h(e))|w|〉 − 〈w | (s + h(e))w〉 ≥ 〈v | (s+ h(e))v〉 .
Notice that the assumptionh(e)x,y ≤ 0 for all x 6= y and the fact that

∑
y∈Γ |h(e)x,y| <

∞ imply
〈|w| | (s+ h(e))|w|〉 ≤ 〈w | (s+ h(e))w〉 .
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These two last inequalities together imply that

〈v | (s+ h(e))v〉 ≤ 0.

As the operator(s + h(e)) is (per assumption) strictly positive, it follows that
v = |w| − w = 0, i.e.,(s+ h(e))−1u ≥ 0.

By the Trotter formula, for allu ∈ ℓ2(Γ),

e−t h(e)u = e−t h(e)0,0 lim
n→∞

(1 − (h(e) − h(e)0,0)/n)nu. (201)

Again byh(e)x,y ≤ 0 for all x 6= y and
∑

y∈Γ |h(e)x,y| <∞:

|e−t h(e)u| ≤ e−t h(e)0,0 lim
n→∞

(1 − (h(e) − h(e)0,0)/n)n|u| = e−t h(e)|u|, (202)

i.e.,e dominates itself and is positivity preserving. �

A.2 Proof of Theorem 3.6 and Lemma 3.9

For anyχ ∈ C∞(Rd,R), define its Gevrey norms by:

‖χ‖s,R :=
∑

n∈Nd
0

R|n|

(n!)s
sup
p∈Rd

|∂npχ(p)|, s ≥ 1, R > 0. (203)

The functionχ is calleds-Gevreyis for someR > 0, ‖χ‖s,R <∞.

Lemma A.2. Letχ ∈ C∞
0 (Rd,R). Then, for allp ∈ Rd,

|χ̂(p)| ≤ ‖χ‖R,s |suppχ| exp
(
1 − (e−1R|p|) 1

s

)
.

Here,|p| := max{|p1|, |p2|, . . . , |pd|}, χ̂ is the Fourier transform ofχ, and|suppχ|
is the volume of the support of the functionχ.

Proof: The bound above holds clearly, ife−1R|p| ≤ 1. We consider thus only the
casee−1R|p| > 1. By assumption, for alln ∈ N:

|χ̂(p)| ≤ (n!)s

(Rmax{|p1|, |p2|, . . . , |pd|})n
‖χ‖R,s |suppχ|

≤ nsn

Rn|p|n‖χ‖R,s |suppχ|. (204)

Now use that for allr with e−1r > 1

min
n∈N

nsn

rn
≤ max

ξ∈[−1,0]+(e−1r)
1
s

eξ(s log(ξ)−log(r)).

�
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Lemma A.3 (Poisson summation formula). Let χ : Rd → R be smooth and
assume thatsuppχ is compact. Definẽχ : Γ∗

d → C by

χ̃([p]) :=
∑

x∈Zd

χ(x)eip·x.

For all p ∈ [−π, π)d,

χ̃([p]) = (2π)d/2
∑

q∈(2πZ)d

χ̂(p+ q).

Corollary A.4. For all p ∈ [−π, π)d, all R > 1, and alls, 1 ≤ s <∞,

|χ̃([p]) − (2π)
d
2 χ̂(p)| ≤ ‖χ‖R,s |suppχ| e1−R

1
s

(2π)
d
2




∑

p′∈Zd

e−|p′|
1
s





≤ const ‖χ‖R,s |suppχ| e−R
1
s ,

whereconst <∞ is a constant depending only ons andd.

Proof of Theorem 3.6: For simplicity, we temporarily assume that the hopping
matrix h(e) has finite range. Letχ ∈ C∞(R,R) be any Gevrey function with:
0 ≤ χ(x) ≤ 1 for all x ∈ R; χ(x) = 1 for all x, |x| ≤ 1; andχ(x) = 0 for all
x, |x| ≥ 2. Such as-Gevrey function exists for anys > 1. For eachL,∆L > 0
define the Gevrey functioñΦL,∆L : Rd → R,

Φ̃L,∆L(x) := χ
(
(x1 + L)/∆L

)
χ(x2/∆L) · · ·χ(xd/∆L). (205)

If χ is as-Gevrey function, by definition of the Gevrey norms, for someconst <
∞, some∆L0 > 0, and allL,∆L > 0:

‖Φ̃L,∆L‖s,∆L/∆L0
≤ const. (206)

Let p(0) ∈ Min(e), i.e. e(p(0)) = 0. Define for eachL,∆L > 0, the vector
ΦL,∆L ∈ ℓ2(Γ),

ΦL,∆L(x) = eip0·xΦ̃L,∆L(x), x ∈ Γ. (207)

By (206), Lemma A.2 and Corollary A.4, for some constantconst < ∞ de-
pending only one and allL,∆L ≥ 1:

|〈ΦL,∆L | h(e)ΦL,∆L〉| ≤ const (∆L)−2 |ΦL,∆L|22. (208)
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Observe that, by the assumption (103), for some constantconst > 0 and all
L,∆L ≥ 1:

〈ΦL,∆L | VΦL,∆L〉 ≥ const (L+ ∆L)−α|ΦL,∆L|22. (209)

LetR <∞ be the range of the hopping matrixh(e). Notice that, for allL,∆L > 0
and allL′,∆L′ > 0 with L+ 2∆L+R < L′ − 2∆L′ −R,

〈ΦL,∆L |H(e, V )ΦL′,∆L′〉 = 0. (210)

For any fixedN ∈ N andL > 0, defineLk,∆Lk, k = 1, 2, . . . , N , by:

Lk = k L, ∆Lk = L/8. (211)

Then, forL sufficiently large, (210) is satisfied for all(L,∆L) = (Lk,∆k),
(L′,∆L′) = (Ll,∆l), k 6= l. Furthermore, by (208) and (209), asα < 2, for
L large enough:

〈ΦLk ,∆Lk
|H(e, V )ΦLk,∆Lk

〉 < 0, k = 1, 2, . . . , N. (212)

It follows by the min-max principle that for allN ∈ N,N [e, V ] ≥ N .
Now assume thath(e) is not necessarily finite range, but still satisfies the

bound in (103). Then, for someconst < ∞ not depending onL and allk, l =
1, 2 . . . , N , k 6= l,

|〈ΦLk ,∆Lk
|H(e, V )ΦLl,∆Ll

〉| < constL−α′ |ΦLk,∆Lk
|2|ΦLl,∆Ll

|2
= constL−α′ |ΦL1,∆L1

|22. (213)

It follows from this bound, (208), and (209) that

max
ϕ∈span{ΦL1,∆L1

,...,ΦLN ,∆LN
}, |ϕ|2=1

〈ϕ |H(e, V )ϕ〉 ≤ const′L−α′ − constL−α

for someconst > 0, const′ < ∞ depending onN but not onL. As, by assump-
tion, α < α′, the right-hand side of the equation above is strictly negative for L
sufficiently large. Thus, by the min-max principle, for allN ∈ N,N [e, V ] ≥ N . �

Proof of Lemma 3.9: Let χ : R → R
+
0 be a smooth function withχ(x) = 1 if

|x − 1/2| ≤ 1/2, andχ(x) = 0 if |x − 1/2| ≥ 3/4. We will assume thatχ is
a s–Gevrey function for somes > 1. For allM,m ∈ N0, all X ∈ Zd, and all
k ∈ {0, 1, . . . , 2m − 1}d define the functionΦ(M,m |X, k) : Rd → R

+
0 by

Φ(M,m |X, k)(y) :=

d∏

i=1

χ
(
2M+m(yi − 2−MXi − 2−M−mki)

)
. (214)
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Clearly, if (X, k) 6= (X ′, k′),

dist (supp Φ(M,m |X, k) , supp Φ(M,m |X ′, k′)) ≥ 2−(M+m+2). (215)

Let p(0) ∈ Min(e) and letc0 < ∞ be some constant such that for someǫ > 0
and allp ∈ B(p0, ǫ), e(p) ≤ c0|p− p(0)|2. Let furtherc1 be a constant with

∫

Rd

|p|2 |Φ̂(p)|2 ddp ≤ c1

∫

Rd

|Φ̂(p)|2 ddp, (216)

whereΦ̂ is the Fourier transform ofΦ(0, 0 | 0, 0).
Let X := {X1, . . . , XN} be the set of points fromZd on which

2c0c1[2
M+mn]2 < v

(M)
− (2−MXn) for some mn ≥ 0. (217)

For alln ∈ {1, . . . , N} letmn ∈ N0 be the largest integer satisfying (217).
For all L > 0 define the functionsΦ(L)

n,k ∈ ℓ2(Γ), n = {1, 2, . . . , N}, k ∈
{0, 1, . . . , 2mn − 1}d by

Φ
(L)
n,k(x) := eip0·xΦ(M,mn |Xn, k)(L

−1x). (218)

Using Lemma A.3 we see that, by construction, for alln = {1, 2, . . . , N} and
all k ∈ {0, 1, . . . , 2mn − 1}d,

〈Φ(L)
n,k |H(e, VL)Φ

(L)
n,k〉

≤
[
−1

2
L−2v

(M)
− (2−MXn) +O(L−3)

]
|Φ(L)

n,k|22. (219)

Furthermore, for all(n, k), (n′, k′), n, n′ ∈ {1, 2, . . . , N}, k ∈ {0, 1, . . . , 2mn −
1}d, k′ ∈ {0, 1, . . . , 2m′

n − 1}d with (n, k) 6= (n′, k′), we have, for someconst <
∞ not depending onL, the following estimate:

|〈Φ(L)
n,k |H(e, VL)Φ

(L)

n′,k′
〉| ≤ constL−α|Φ(L)

n,k|2|Φ
(L)

n′,k′
|2. (220)

Finally, (116) follows by using the min-max principle and observing that, by the
choice of the numbersmn, for someconst′ > 0,

2dM2dmn ≥ const′[v
(M)
− (2−MXn)]

d/2.

�
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